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Preface to the Millennium Edition
— 2012 Update

The original 1981 edition of A Course in Universal Algebra has now been
LaTeXed, so the authors could make the out-of-print Springer-Verlag Grad-
uate Texts in Mathematics edition available once again, with corrections.
The subject of Universal Algebra has flourished mightily since 1981, and
we still believe that A Course in Universal Algebra offers an excellent
introduction to the subject.

Special thanks go to Lis D’ Alessio for the superb job of LaTeXing this
edition, and to NSERC for their support which has made this work possible.

An update to the online edition in 2009 corrected the errors that had
been found—details were given in the (separate) errata sheet. Unfortunately
latexing the new file produced some changes in the page numbering.

To solve the problem with shifting page numbers, the 2012 update has
been reformatted so that the main body of the book (pages 1-256) agrees
page-by-page (but not always line-by-line) with the original 1981 Springer
edition. The few errors that have been found in the original edition, as well
as those introduced when LaTeXing the original edition to create the online
version, have been corrected. Any further errors that are discovered in this
online version will be cited in an online errata sheet.
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Preface

[From the original 1981 edition]

Universal algebra has enjoyed a particularly explosive growth in the last twenty
years, and a student entering the subject now will find a bewildering amount of
material to digest.

This text is not intended to be encyclopedic; rather, a few themes central to
universal algebra have been developed sufficiently to bring the reader to the brink of
current research. The choice of topics most certainly reflects the authors’ interests.

Chapter I contains a brief but substantial introduction to lattices, and to the
close connection between complete lattices and closure operators. In particular,
everything necessary for the subsequent study of congruence lattices is included.

Chapter II develops the most general and fundamental notions of universal
algebra—these include the results that apply to all types of algebras, such as
the homomorphism and isomorphism theorems. Free algebras are discussed in
great detail—we use them to derive the existence of simple algebras, the rules of
equational logic, and the important Mal’cev conditions. We introduce the notion
of classifying a variety by properties of (the lattices of) congruences on members
of the variety. Also, the center of an algebra is defined and used to characterize
modules (up to polynomial equivalence).

In Chapter Il we show how neatly two famous results—the refutation of Euler’s
conjecture on orthogonal Latin squares and Kleene’s characterization of languages
accepted by finite automata—can be presented using universal algebra. We predict
that such “applied universal algebra” will become much more prominent.

Chapter IV starts with a careful development of Boolean algebras, including
Stone duality, which is subsequently used in our study of Boolean sheaf represen-
tations; however, the cumbersome formulation of general |
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sheaf theory has been replaced by the considerably simpler definition of a Boolean
product. First we look at Boolean powers, a beautiful tool for transferring results
about Boolean algebras to other varieties as well as for providing a structure theory
for certain varieties. The highlight of the chapter is the study of discriminator
varieties. These varieties have played a remarkable role in the study of spectra,
model companions, decidability, and Boolean product representations. Probably
no other class of varieties is so well-behaved yet so fascinating.

The final chapter gives the reader a leisurely introduction to some basic con-
cepts, tools, and results of model theory. In particular, we use the ultraproduct
construction to derive the compactness theorem and to prove fundamental preser-
vation theorems. Principal congruence formulas are a favorite model-theoretic tool
of universal algebraists, and we use them in the study of the sizes of subdirectly
irreducible algebras. Next we prove three general results on the existence of a finite
basis for an equational theory. The last topic is semantic embeddings, a popular
technique for proving undecidability results. This technique is essentially algebraic
in nature, requiring no familiarity whatsoever with the theory of algorithms. (The
study of decidability has given surprisingly deep insight into the limitations of
Boolean product representations.)

At the end of several sections the reader will find selected references to source
material plus state of the art texts or papers relevant to that section, and at the end
of the book one finds a brief survey of recent developments and several outstanding
problems.

The material in this book divides naturally into two parts. One part can be
described as “what every mathematician (or at least every algebraist) should know
about universal algebra.” It would form a short introductory course to universal
algebra, and would consist of Chapter I; Chapter II except for §4, §12, §13, and
the last parts of §11, §14; Chapter IV §1-4; and Chapter V §1 and the part of §2
leading to the compactness theorem. The remaining material is more specialized
and more intimately connected with current research in universal algebra.

Chapters are numbered in Roman numerals I through V, the sections in a chapter
are given by Arabic numerals, §1, §2, etc. Thus 11§6.18 refers to item 18, which
happens to be a theorem, in Section 6 of Chapter II. A citation within Chapter 11
would simply refer to this item as 6.18. For the exercises we use numbering such as
1185 Exercise 4, meaning the fourth exercise in §5 of Chapter II. The bibliography
is divided into two parts, the first containing books and survey articles, and the
second research papers. The books and survey articles are referred to by number,
e.g., G. Birkhoff [3], and the research papers by year, e.g., R. McKenzie [1978].
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Preliminaries

We have attempted to keep our notation and conventions in agreement with those of the
closely related subject of model theory, especially as presented in Chang and Keisler’s
Model Theory [8]. The reader needs only a modest exposure to classical algebra; for
example he should know what groups and rings are.

We will assume a familiarity with the most basic notions of set theory. Actually,
we use classes as well as sets. A class of sets is frequently called a family of sets. The
notations, A;, i € I, and (A;);cs refer to a family of sets indexed by a set I. A naive theory
of sets and classes is sufficient for our purposes. We assume the reader is familiar with
membership (€), the empty set (), set-builder notation ({—:—7}), subset (<), union (v),
intersection ("), difference (—), ordered n-tuples ({x1, ..., xn)), (direct) products of sets
(A x B,[1;cr Ai), and (direct) powers of sets (A"). Also, it is most useful to know that

(a) concerning relations:

(1) an n-ary relation on a set A is a subset of A™;
(ii) if n = 2 itis called a binary relation on A;
(iii) the inverse vV of a binary relation r on A is specified by {a,b) € r¥ iff
(byayer;
(iv) the relational product r o s of two binary relations r, s on A is given by:
{a, by € r o s iff for some ¢, <a,cy € r,{c,b) € s;

(b) concerning functions:

(1) afunction f from a set A to a set B, written f : A — B, is asubsetof A x B
such that for each a € A there is exactly one b € B with {(a, by € f; in this
case we write f(a) = bor f : a — b; for a simple expression a we often
write fa instead of f(a);

(i) the set of all functions from A to B is denoted by B4;

(iii) the function f € B4 is injective (or one-to-one) if f(a1) = f(az) = a1 =
az;

(iv) the function f € B4 is surjective (or onto) if for every b € B there is an
a € Awith f(a) =b;



2 Preliminaries

(v) the function f € B4 is bijective if it is both injective and surjective;
(vi) for fe BAand X € A, f(X)={be B: f(a) = bforsomea € X};
(vii) for fe BAandY € B, f~1(Y)={aec A: f(a) e Y};
(viii) for f: A—> Bandg: B — C,letgo f: A — C be the function defined

by (g o f)(a) = g(f(a)). [This does not agree with the relational product
defined above—but the ambiguity causes no problem in practice.];

(c) given a family F' of sets, the union of F, | J F, is defined by a € | J F'iff a € A for
some A € F (define the intersection of F, (| F, dually);

(d) a chain of sets C'is a family of sets such that for each A, B € C either A € B or
BC A;

(e) Zorn’s lemma says that if F'is a nonempty family of sets such that for each chain
C of members of F' there is a member of F' containing | J C' (i.e., C has an upper
bound in F) then I has a maximal member M (i.e., M € Fand M € Ae F
implies M = A);

(f) concerning ordinals:

(i) the ordinals are generated from the empty set & using the operations of
successor (x7 = z U {z}) and union;

(i) 0 = @, 1 = 0%, 2 = 17, etc.; the finite ordinals are 0,1,...; and n =
{0,1,...,n — 1}; the natural numbers are 1,2,3 ..., the nonzero finite
ordinals;

(iii) the first infinite ordinal is w = {0,1,2,...};

(iv) the ordinals are well-ordered by the relation €, also called <;
(g) concerning cardinality:

(i) two sets A and B have the same cardinality if there is a bijection from A to

B;
(ii) the cardinals are those ordinals x such that no earlier ordinal has the same
cardinality as x. The finite cardinals are 0,1,2,...; and w is the smallest

infinite cardinal;
(iil) the cardinality of a set A, written | A|, is that (unique) cardinal  such that A
and x have the same cardinality;

@iv) |A| - |B| = |A x B|[= max(|A]|, |B]) if either is infinite and A, B # @] .
AnB=g=|A|+|B| =|A v B| [= max(]A|,|B|) if either is infinite];

(h) one usually recognizes that a class is not a set by noting that it is foo big to be put
in one-to-one-correspondence with a cardinal (for example, the class of all groups).

In Chapter IV the reader needs to know the basic definitions from point set topology,
namely what a fopological space, a closed (open) set, a subbasis (basis) for a topological
space, a closed (open) neighborhood of a point, a Hausdorf{f space, a continuous function,
etc., are.

The symbol “=" is used to express the fact that both sides name the same object,
whereas “~” is used to build equations which may or may not be true of particular
elements. (A careful study of ~ is given in Chapter II.)



Chapter I

Lattices

In the study of the properties common to all algebraic structures (such as groups,
rings, etc.) and even some of the properties that distinguish one class of algebras
from another, lattices enter in an essential and natural way. In particular, congru-
ence lattices play an important role. Furthermore, lattices, like groups or rings,
are an important class of algebras in their own right, and in fact one of the most
beautiful theorems in universal algebra, Baker’s finite basis theorem, was inspired
by McKenzie’s finite basis theorem for lattices. In view of this dual role of lattices
in relation to universal algebra, it is appropriate that we start with a brief study of
them. In this chapter the reader is acquainted with those concepts and results from
lattice theory which are important in later chapters. Our notation in this chapter
is less formal than that used in subsequent chapters. We would like the reader to
have a casual introduction to the subject of lattice theory.

The origin of the lattice concept can be traced back to Boole’s analysis of
thought and Dedekind’s study of divisibility. Peirce and Schroder were also
pioneers at the end of the last century. The subject started to gain momentum in
the 1930’s and was greatly promoted by Birkhoff’s book, Lattice Theory, in the
1940’s.

§1 Definitions of Lattices

There are two standard ways of defining lattices—one puts them on the same
(algebraic) footing as groups or rings, and the other, based on the notion of order,
offers geometric insight.



4 I Lattices

Definition 1.1. A nonempty set L together with two binary operations v and
A (read “join” and “meet” respectively) on L is called a lattice if it satisfies the
following identities:

Ll: (a zvy=yvz

(b)) zAy=xyax (commutative laws)
L2: (a) zv(yvz)=(xvy)vz

(b) zA(yaz) = (zAy)az (associative laws)
L3: (@) zvx=zx

b)) zrx==x (idempotent laws)
L4: (a) z=x~zv(zAy)

(b) zxzA(zVvy) (absorption laws).

EXAMPLE. Let L be the set of propositions, let v denote the connective “or”” and
let A denote the connective “and”. Then L1 to L4 are well-known properties from
propositional logic.

EXAMPLE. Let L be the set of natural numbers, let v denote the least common
multiple and A denote the greatest common divisor. Then properties L1 to L4 are
easily verifiable.

Before introducing the second definition of a lattice we need the notion of a
partial order on a set.

Definition 1.2. A binary relation < defined on a set A is a partial order on the
set A if the following conditions hold identically in A:

() a<a (reflexivity)
(i) a<bandb < aimplya =b (antisymmetry)
(i) a <band b <L cimplya < ¢ (transitivity).

If, in addition, for every a, b in A
(iv) a<borb <a,

then we say < is a fotal order on A. A nonempty set with a partial order on it is
called a partially ordered set, or more briefly a poset, and if the relation is a total
order then we speak of a totally ordered set, or a linearly ordered set, or simply a
chain. In a poset A we use the expression a < b to mean a < b but a # b.

EXAMPLES.

(1) Let Su(A) denote the power set of A, i.e., the set of all subsets of A. Then
is a partial order on Su(A).

(2) Let A be the set of natural numbers and let < be the relation “divides”. Then
< is a partial order on A.

(3) Let A be the set of real numbers and let < be the usual ordering. Then < is a
total order on A.


apizzotti
Note
See Notes.


§1 Definitions of Lattices 5

Most of the concepts developed for the real numbers which involve only the
notion of order can be easily generalized to partially ordered sets.

Definition 1.3. Let A be a subset of a poset P. An element p in P is an upper
bound for A if a < p for every a in A. An element p in P is the least upper bound
of A (LLu.b. of A), or supremum of A (sup A) if p is an upper bound of A, and
a < b for every a in A implies p < b (i.e., p is the smallest among the upper
bounds of A). Similarly we can define what it means for p to be a lower bound
of A, and for p to be the greatest lower bound of A (g.1.b. of A), also called the
infimum of A (in A). For a, b in P we say b covers a, or a is covered by b, if a < b,
and whenever a < ¢ < b it follows that a = c or ¢ = b. We use the notation a < b
to denote a is covered by b. The closed interval |a, b] is defined to be the set of ¢
in P such that a < ¢ < b, and the open interval (a, b) is the set of ¢ in P such that
a<c<b.

Posets have the delightful characteristic that we can draw pictures of them.
Let us describe in detail the method of associating a diagram, the so-called Hasse
diagram, with a finite poset P. Let us represent each element of P by a small
circle “o”. If @ < b then we draw the circle for b above the circle for a, joining the
two circles with a line segment. From this diagram we can recapture the relation <
by noting that a < b holds iff for some finite sequence of elements cy, . . ., ¢, from
Pwehavea =c; < cy -+ ¢y—1 < ¢y = b. We have drawn some examples in

Figure 1. It is not so clear how one would draw |

(b) (c) (d)

(a)

@@0@

(€9) (h)

Figure 1 Examples of Hasse diagrams



6 I Lattices

Figure 2 Drawing the poset of the integers

an infinite poset. For example, the real line with the usual ordering has no covering
relations, but it is quite common to visualize it as a vertical line. Unfortunately, the
rational line would have the same picture. However, for those infinite posets for
which the ordering is determined by the covering relation, it is often possible to
draw diagrams which do completely convey the order relation to the viewer; for
example, consider the diagram in Figure 2 for the integers under the usual ordering.

Now let us look at the second approach to lattices.

Definition 1.4. A poset L is a lattice iff for every a, b in L both sup{a, b} and
inf{a, b} exist (in L).

The reader should verify that for each of the diagrams in Figure 1 the corre-
sponding poset is a lattice, with the exception of (e). The poset corresponding to
diagram (e) does have the interesting property that every pair of elements has an
upper bound and a lower bound.

We will now show that the two definitions of a lattice are equivalent in the
following sense: if L is a lattice by one of the two definitions then we can construct
in a simple and uniform fashion on the same set L a lattice by the other definition,
and the two constructions (converting from one definition to the other) are inverses.
First we describe the constructions:

(A) If L is a lattice by the first definition, then define < on L by a < b iff
a=anb;

(B) If L is a lattice by the second definition, then define the operations v and A
by avb = sup{a, b}, and anb = inf{a, b}.

Suppose that L is a lattice by the first definition and < is defined as in (A).
From ana = a followsa < a. If a < band b < athena = anband b = baa;
hencea = b. Alsoifa <bandb < cthena = anband b =bAc,soa = anb =
an(bac) = (anb)ac = anc;hence a < c. This shows < is a partial order on L.
Froma = an(avb)andb = ba(avd) follow a < avband b < avb,soavbisan
upper bound of both @ and b. Now if a < v and b < w then avu = (aAu)vu = u,
and likewise bvu = u, so (avu)v(bvu) = uvu = u; hence (avb)vu = u,
giving (avb)au = (avb)A[(avb)vu] = avb (by the absorption law), and this
says avb < u. Thus avb = sup{a, b}. Similarly, anb = inf{a, b}.
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§1 Definitions of Lattices 7

If, on the other hand, we are given a lattice L by the second definition, then
the reader should not find it too difficult to verify that the operations v and A as
defined in (B) satisfy the requirements L1 to L4, for example the absorption law
L4(a) becomes a = sup{a, inf{a, b}}, which is clearly true as inf{a, b} < a.

The fact that these two constructions (A) and (B) are inverses is now an easy
matter to check. Throughout the text we will be using the word lattice to mean
lattice by the first definition (with the two operations join and meet), but it will
often be convenient to freely make use of the corresponding partial order.

REFERENCES

1. R. Balbes and P. Dwinger [1]

2. G. Birkhoff [3]

3. P. Crawley and R.P. Dilworth [10]
4. G. Gritzer [15]

EXERCISES §1

1. Verify that Su(X') with the partial order C is a lattice. What are the operations v and A?
2. Verify L1-L4 for v, A as defined in (B) below Definition 1.4.

3. Show that the idempotent laws L3 of lattices follow from L1, L2, and L4.

4

. Let C[0, 1] be the set of continuous functions from [0, 1] to the reals. Define < on
C[0,1] by f < giff f(a) < g(a) for all a € [0, 1]. Show that < is a partial order which
makes C0, 1] into a lattice.

5. If L is a lattice with operations v and A, show that interchanging v and A still gives
a lattice, called the dual of L. (For contrast, note that interchanging + and - in a ring
usually does not give another ring.) Note that dualization turns the Hasse diagram
upside down.

6. If G is a group, show that the set of subgroups S(G) of G with the partial ordering
C forms a lattice. Describe all groups G whose lattices of subgroups look like (b) of
Figure 1.

7. If G is a group, let N(G) be the set of normal subgroups of G. Define v and A on
N(G) by Nl/\NQ = N1 N NQ, and N1VN2 = NlNQ = {n1n2 ‘ny e Nl,TLQ € NQ}
Show that under these operations N (G) is a lattice.

8. If Ris aring, let I(R) be the set of ideals of R. Define v and A on I(R) by L1 Al =
IinIy, IivIo = {iy +is : 41 € 11,2 € I5}. Show that under these operations I(R) is
a lattice.

9. If < is a partial order on a set A, show that there is a total order <* on A such that
a < bimplies a <* b. (Hint: Use Zorn’s lemma.)

10. If L is a lattice we say that an element a € L is join irreducible if a = bvc implies
a = bora = c. If Lis a finite lattice show that every element is of the forma; v - - - va,,
where each a; is join irreducible.
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§2 Isomorphic Lattices, and Sublattices

The word isomorphism is used to signify that two structures are the same except
for the nature of their elements (for example, if the elements of a group are painted
blue, one still has essentially the same group). The following definition is a special
case of [1§2.1.

Definition 2.1. Two lattices L and Ly are isomorphic if there is a bijection o from
L1 to L such that for every a, b in Ly the following two equations hold: a(avb) =
a(a)va(b) and a(aab) = afa) ~a(b). Such an « is called an isomorphism.

It is useful to note that if « is an isomorphism from L; to Lo then o' is an

isomorphism from Ly to Ly, and if 3 is an isomorphism from L9 to L3 then So« is
an isomorphism from L; to Ls. One can reformulate the definition of isomorphism
in terms of the corresponding order relations.

Definition 2.2. If P, and P» are two posets and « is a map from P} to Ps, then
we say « is order-preserving if a(a) < a(b) holds in P, whenever a < b holds in
Py.

Theorem 2.3. Two lattices Ly and Ly are isomorphic iff there is a bijection o
from Ly to Ly such that both o and o™ are order-preserving.

PROOF. If « is an isomorphism from Iy to Ly and a < b holds in L; then
a = anb, so a(a) = a(ardb) = ala) ra(b), hence a(a) < «a(b), and thus « is
order-preserving. As a~! is an isomorphism, it is also order-preserving.
Conversely, let o be a bijection from L; to Lo such that both o and a~! are
order-preserving. For a,b in L1 we have a < avband b < avb, so aa) <
alavd) and a(b) < a(avb), hence a(a)va(b) < alavb). Furthermore, if
a(a)va(b) < uthena(a) < vand a(b) < u,hencea < o !(u)andb < o !(u),
soavb < a~!(u), and thus a(avb) < u. This implies that a(a) va(b) = a(avb).

Similarly, it can be argued that «(a) Aa(b) = a(aAb). O
a > 0 a
b —> o b

Figure 3 An order-preserving bijection
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It is easy to give examples of bijections a between lattices which are order-
preserving but are not isomorphisms; for example, consider the map a(a) = a, ...,
a(d) = d where Ly and Lo are the two lattices in Figure 3.

A sublattice of a lattice L is a subset of L which is a lattice in its own right,
using the same operations.

Definition 2.4. If L is a lattice and L’ # () is a subset of L such that for every
pair of elements a, b in L' both avb and ab are in L', where v and A are the
lattice operations of L, then we say that L’ with the same operations (restricted to
L") is a sublattice of L.

If L' is a sublattice of L then for a, b in L’ we will of course have ¢ < bin L'
iff @ < bin L. It is interesting to note that given a lattice L one can often find
subsets which as posets (using the same order relation) are lattices, but which
do not qualify as sublattices as the operations v and A do not agree with those
of the original lattice L. The example in Figure 4 illustrates this, for note that
P = {a,c,d, e} as a poset is indeed a lattice, but P is not a sublattice of the lattice
{a,b,c,d, e}

a
b
c d
e
Figure 4

Definition 2.5. A lattice L1 can be embedded into a lattice Ly if there is a
sublattice of Lo isomorphic to L1; in this case we also say Lo contains a copy of
L as a sublattice.

EXERCISES §2

1. If (X, T) is a topological space, show that the closed subsets, as well as the open
subsets, form a lattice using € as the partial order. Show that the lattice of open subsets
is isomorphic to the dual (see §1, Exercise 5) of the lattice of closed subsets.

2. If P and Q are posets, let Q¥ be the poset of order-preserving maps from P to Q,
where for f, g € QF we define f < g iff f(a) < g(a) forall a € P. If Q is a lattice
show that Q7 is also a lattice.

3. If G is a group, is N(G) a sublattice of S(G) (see §1, Exercises 6 and 7)?
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4. If < is a partial order on P then a lower segment of P is a subset S of P such that if
s€ S, pe P,and p < sthen p € S. Show that the lower segments of P form a lattice
with the operations U, n. If P has a least element, show that the set L(P) of nonempty
lower segments of P forms a lattice.

5. If L is a lattice, then an ideal I of L is a nonempty lower segment closed under v.
Show that the set of ideals I(L) of L forms a lattice under .

6. Given a lattice L, an ideal I of L is called a principal ideal if it is of the form
{be L :b< a}, forsome a € L. (Note that such subsets are indeed ideals.) Show that
the principal ideals of L form a sublattice of I(L) isomorphic to L.

§3  Distributive and Modular Lattices

The most thoroughly studied classes of lattices are distributive lattices and modular
lattices.

Definition 3.1. A distributive lattice is a lattice which satisfies either (and hence,
as we shall see, both) of the distributive laws :

D1: zA(yvz) = (zAy)v(zaz)
D2: zv(yaz) =~ (zvy)a(zvz).

Theorem 3.2. A lattice L satisfies D1 iff it satisfies D2.

PROOF. Suppose D1 holds. Then

zv(ynz) = (xv(zaz))v(yaz) (by L4(a))
~rv((zaz)v(yaz)) (by L2(a))
~xv((zaz)v(zay)) (by L1(b))
~rv(za(zvy) (by D1)
~rv((zvy)az (by L1(b))
~ (zA(zvy))

(vy)az)  (by L1(b))

)

)

((xvy)az)  (by L4(b))
(

) (by D1).

Thus D2 also holds. A similar proof shows that if D2 holds then so does D1. []

Actually every lattice satisfies both of the inequalities (zAy)v(zAz) <
xa(yvz) and zv(yaz) < (zvy)a(xvz). To see this, note for example that
xay < xand xAy < yvz; hence zAy < xa(yvz), etc. Thus to verify the
distributive laws in a lattice it suffices to check either of the following |
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inequalities:
rA(yvz) < (xay)v(zaz)
Yz

<
(zvy)a(zvz) <

xv(ynz).

Definition 3.3. A modular lattice is any lattice which satisfies the modular law
M: z<y—>av(yrz) ryn(zvz).
The modular law is obviously equivalent (for lattices) to the identity

(zAy)v(yrz) = ya((zay)vz)

since a < b holds iff a = aAb. Also it is not difficult to see that every lattice
satisfies
r<y = ov(yaz) <yn(zvz),

so to verify the modular law it suffices to check the implication

r<y - yn(zvz) <zv(yaz).

Theorem 3.4. Every distributive lattice is a modular lattice.
PROOF. Just use D2, noting that avb = b whenever a < b. O

The next two theorems give a fascinating characterization of modular and
distributive lattices in terms of the two five-element lattices M5 and N5 depicted
in Figure 5. In neither case is av (bac) = (avb) A(ave), so neither Ms nor Nj is
a distributive lattice. For N5 we also see that a < bbut av(bac) # ba(ave), so
N5 is not modular. However with a small amount of effort one can verify that M5
does satisfy the modular law.

Figure 5

Theorem 3.5 (Dedekind). L is a nonmodular lattice iff N5 can be embedded
into L.

PROOF. From the remarks above it is clear that if N5 can be embedded into L
then L does not satisfy the modular law. For the converse, suppose that L does not
satisfy the modular law. Then, for some a, b, cin L, we have a < b |
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cva
bl
Cc
a
cnb
Figure 6

butav(bac) < ba(ave). Leta; = av(bac) and by = ba(ave). Then

enby = enlba(ave)]

= [en(eva)]ab (by L1(a), L1(b), L2(b))

=cAb (by L4(b))
and
cvay = cv]av(bac)]

=cva (by L4(a)).

[ev(eab)]va  (by L1(a), L1(b), L2(a))

Now as cAab < a1 < by we have cab < crap € eaby = cab, hence crap =

cnb; = enb. Likewise cvby = cva; = cva.

Now it is straightforward to verify that the diagram in Figure 6 gives the desired

copy of N5 in L.

O

Theorem 3.6 (Birkhoff). L is a nondistributive lattice iff M5 or N5 can be

embedded into L.

PROOF. If either M5 or N5 can be embedded into L, then it is clear from earlier
remarks that L cannot be distributive. For the converse, let us suppose that L is
a nondistributive lattice and that L does not contain a copy of N5 as a sublattice.
Thus L is modular by 3.5. Since the distributive laws do not hold in L, there must
be elements a, b, ¢ from L such that (aAb)v (anc) < an(bve). Let us define

Then it is easily seen that d < aj, b1, c; < e. Now from

ane = an(bve) (by L4(b))
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Figure 7

and (applying the modular law to switch the underlined terms)

and = an((anb)v(anc)v(bac))

= ((anb)v(anc))vian(bac)) (by M)
= (anb)v(anc)
it follows that d < e.

We now wish to show that the diagram in Figure 7 is a copy of M5 in L. To do
this it suffices to show that a1 Ab; = a1 Acp = biacgi =dand a;vby = ajvel =
biver = e. We will verify one case only and the others require similar arguments
(in the following we do not explicitly state several steps involving commutativity
and associativity; the terms to be interchanged when the modular law is applied
have been underlined):

a1 Aby = ((ane)vd)a((bre)vd)

= ((ane)A((bre)vd))vd (by M)

= ((ane)A((bvd)re))vd (by M)

= ((ane)ren(bvd))vd

= ((ane)Aa(bvd))vd (by L3(b))

= (an(bve)a(bv(anc)))vd (by L4(b))
(an(bv((bve)a(anc))))vd (by M)
(an(bv(anc)))vd (anc < bve)

= (anc)v(bra)vd (by M)

=d ]

EXERCISES §3

1. If we are given a set X, a sublattice of Su(X) under < is called a ring of sets (following
the terminology used by lattice theorists). Show that every ring of sets is a distributive
lattice.

2. If L is a distributive lattice, show that the set of ideals I(L) of L (see §2 Exercise 5)
forms a distributive lattice.
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3. Let (X, T) be a topological space. A subset of X is regular open if it is the interior of
its closure. Show that the family of regular open subsets of X with the partial order
is a distributive lattice.

4. If L is a finite lattice let J(L) be the poset of join irreducible elements of L (see §1
Exercise 10), where a < b in J(L) means a < b in L. Show that if L is a finite
distributive lattice then L is isomorphic to L(J(L)) (see §2 Exercise 4), the lattice
of nonempty lower segments of J(L). Hence a finite lattice is distributive iff it is
isomorphic to some L(P), for P a finite poset with least element. (This will be used in
V§5 to show the theory of distributive lattices is undecidable.)

5. If G is a group, show that N (G), the lattice of normal subgroups of G (see §1 Exercise 7),
is a modular lattice. Is the same true of S(G)? Describe N(Zy x Z5).

6. If R is aring, show that I(R), the lattice of ideals of R (see §1 Exercise 8), is a modular
lattice.

7. If M is a left module over a ring R, show that the submodules of M under the partial
order € form a modular lattice.

84 Complete Lattices, Equivalence Relations,
and Algebraic Lattices

In the 1930’s Birkhoff introduced the class of complete lattices to study the combi-
nations of subalgebras.

Definition 4.1. A poset P is complete if for every subset A of P both sup A
and inf A exist (in P). All complete posets are lattices, and a lattice L which is
complete as a poset is a complete lattice.

Theorem 4.2. Let P be a poset such that /\ A exists for every subset A, or such
that \/ A exists for every subset A. Then P is a complete lattice.

PROOF. Suppose /\ A exists for every A € P. Then letting A" be the set of upper
bounds of A in P, it is routine to verify that /\ A" is indeed \/ A. The other half
of the theorem is proved similarly. O

In the above theorem the existence of /\ () guarantees a largest element in P,
and likewise the existence of \/ () guarantees a smallest element in P. So an
equivalent formulation of Theorem 4.2 would be to say that P is complete if it has
a largest element and the inf of every nonempty subset exists, or if it has a smallest
element and the sup of every nonempty subset exists.

EXAMPLES.

(1) The set Ru{—o0, +00} of extended reals with the usual ordering is a complete
lattice.
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(2) The open subsets of a topological space with the ordering  form a complete
lattice.

(3) Su(I) with the usual ordering < is a complete lattice.

A complete lattice may, of course, have sublattices which are incomplete (for
example, consider the reals as a sublattice of the extended reals). It is also possible
for a sublattice of a complete lattice to be complete, but the sups and infs of the
sublattice not to agree with those of the original lattice (for example look at the
sublattice of the extended reals consisting of those numbers whose absolute value
is less than one together with the numbers —2, +2).

Definition 4.3. A sublattice L' of a complete lattice L is called a complete
sublattice of L if for every subset A of L' the elements \/A and /\ A, as defined
in L, are actually in L'

In the 1930’s Birkhoff introduced the lattice of equivalence relations on a set,
which is especially important in the study of quotient structures.

Definition 4.4. Let A be a set. Recall that a binary relation 7 on A is a subset of
A2?.1f {a, b) € r we also write arb. If 71 and 7 are binary relations on A then the
relational product 1 o r9 is the binary relation on A defined by {a,b) € r1 o ry
iff there is a ¢ € A such that {a, ¢) € 71 and {c, b) € 1. Inductively one defines
riorgo---ory, = (rporgo---or,_1)ory,. The inverse of a binary relation r is
given by ¥ = {{a,b) € A? : {(b,a) € r}. The diagonal relation A 4 on A is the
set {{a,a) : a € A} and the all relation A? is denoted by V 4. (We write simply A
(read: delta) and V' (read: nabla) when there is no confusion.) A binary relation r
on A is an equivalence relation on A if, for any a, b, c from A, it satisfies:

El: ara (reflexivity)
E2: arbimplies bra (symmetry)
E3: arband brc imply arc (transitivity).

Eq(A) is the set of all equivalence relations on A.

Theorem 4.5. The poset Eq(A), with € as the partial ordering, is a complete
lattice.

PROOF. Note that Eq(A) is closed under arbitrary intersections. O

For 6; and 65 in Eq(A) it is clear that 1 Afs = 67 N f2. Next we look at a
(constructive) description of 6 v 8s.

Theorem 4.6. If 01 and 05 are two equivalence relations on A then

91V02:91U(91062)U(Hloegoel)u(91092091092)U"',
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or equivalently, {a,b) € 01 v 0y iff there is a sequence of elements c1,ca,. .., cy

from A such that
{¢isciv1) €01 or (¢ ciy1) € 0y

fori=1,....n—1,anda = c1,b = c,.
PROOF. It is not difficult to see that the right-hand side of the above equation is

indeed an equivalence relation, and also that each of the relational products in
parentheses is contained in 6; v 6. O

If {0;}cr is a subset of Eq(A) then it is also easy to see that /\,_; 0; is just
(Nies 0i- The following straightforward generalization of the previous theorem
describes arbitrary sups in Eq(A).

Theorem 4.7. If 0; € Eq(A) fori € I, then
\/Qz =U{9i009i1 O---Oeik :io,...,’ikGI, k7<OO}

el

Definition 4.8. Let 6 be a member of Eq(A). For a € A, the equivalence class (or
coset) of a modulo 0 is the set a/0 = {be A : (b,a) € 0}. The set {a/0 : a € A}
is denoted by A/6.

Theorem 4.9. For 6 € Eq(A) and a,b € A we have

(@) A =Jea0/0.
(b) a/6 # b/0 implies a/0 N b/0 = O.

PROOF. (Exercise). O

An alternative approach to equivalence relations is given by partitions, in view
of 4.9.

Definition 4.10. A partition 7 of a set A is a family of nonempty pairwise disjoint
subsets of A such that A = | Jx. The sets in 7 are called the blocks of . The set
of all partitions of A is denoted by IT(A).

For 7 in IT(A), let us define an equivalence relation 6() by
0(m) = {{a,by € A*: {a,b} S B for some B in r}.

Note that the mapping 7 — () is a bijection between I1(A) and Eq(A). Define
arelation < on IT(A) by 7 < 79 iff each block of 7; is contained in some block
of r 2.

Theorem 4.11. With the above ordering II(A) is a complete lattice, and it is
isomorphic to the lattice Eq(A) under the mapping 7 — 0(r).

The verification of this result is left to the reader.
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Definition 4.12. The lattice IT(A) is called the lattice of partitions of A.
The last class of lattices which we introduce is that of algebraic lattices.

Definition 4.13. Let L be a lattice. An element a in L is compact iff whenever
\/ Aexists and a < \/ A for A € L, then a < \/ B for some finite B € A. L is
compactly generated iff every element in L is a sup of compact elements. A lattice
L is algebraic if it is complete and compactly generated.

The reader will readily see the similarity between the definition of a compact
element in a lattice and that of a compact subset of a topological space. Algebraic
lattices originated with Komatu and Nachbin in the 1940’s and Biichi in the early
1950’s; the original definition was somewhat different, however.

EXAMPLES.

(1) The lattice of subsets of a set is an algebraic lattice (where the compact
elements are finite sets).

E3]

(2) The lattice of subgroups of a group is an algebraic lattice (in which “compact
= “finitely generated”).

(3) Finite lattices are algebraic lattices.

(4) The subset |0, 1] of the real line is a complete lattice, but it is not algebraic.

In the next chapter we will encounter two situations where algebraic lattices
arise, namely as lattices of subuniverses of algebras and as lattices of congruences
on algebras.

EXERCISES §4

1. Show that the binary relations on a set A form a lattice under .

2. Show that the right-hand side of the equation in Theorem 4.6 is indeed an equivalence
relation on A.

3. If I is a closed and bounded interval of the real line with the usual ordering, and P is a
nonempty subset of I with the same ordering, show that P is a complete sublattice of [
iff P is a closed subset of 1.

4. If L is a complete chain show that L is algebraic iff for every a1, a2 € L with a1 < aq
there are b1, by € L witha; < by < by < as.

5. Draw the Hasse diagram of the lattice of partitions of a set with n elements for
1 < n < 4. For |A| = 4 show that IT(A) is not a modular lattice.

6. If L is an algebraic lattice and D is a subset of L such that for each dy,ds € D there
isads € D with d; < d3 and dy < d3 (i.e., D is upward directed) then, for a € L,

an\/ D =\ cpland).

7. If L is a distributive algebraic lattice then, for any A S L, we have aa \/ A =
V gealand).
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8. If a and b are compact elements of a lattice L, show that avb is also compact. Is aAb
always compact?

9. If L is a lattice with at least one compact element, let C'(L) be the poset of compact
elements of L with the partial order on C'(L) agreeing with the partial order on L. An
ideal of C'(L) is a nonempty subset I of C'(L) such that (i) a,b € I implies avb € I,
and (ii) a € I, b € C(L) with b < a implies b € I. Show that (a) the ideals of C'(L)
form a lattice under C if L has a least element, and (b) the lattice of ideals of C'(L) is
isomorphic to L if L is an algebraic lattice.

§5 Closure Operators

One way of producing, and recognizing, complete [algebraic] lattices is through
[algebraic] closure operators. Tarski developed one of the most fascinating appli-
cations of closure operators during the 1930’s in his study of “consequences” in
logic.

Definition 5.1. If we are given a set A, a mapping C' : Su(A) — Su(A) is called
a closure operator on A if, for X, Y < A, it satisfies:

Cl: X cC(X) (extensive)
C2: C*(X) =C(X) (idempotent)
C3: X € Y implies C(X) € C(Y) (isotone).

A subset X of A is called a closed subset if C(X) = X. The poset of closed
subsets of A, with set inclusion as the partial ordering, is denoted by L.

The definition of a closure operator is more general than that of a topological
closure operator since we do not require that the union of two closed subsets be

closed.

Theorem 5.2. Let C be a closure operator on a set A. Then L¢ is a complete

lattice with
A\ CA) =(C(4)

el el
and
\/ C(4) = C(UA,;).
el i€l

PROOF. Let (A;);er be an indexed family of closed subsets of A. From

ﬂ Ai c Al‘,
el
for each 7, we have
C(ﬂAi) c C(A) = A,

el
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)

C<ZQAi) c ZQA,,
hence

C(QAi) = QAi;

80 ();e; Ai is in L. Then, if one notes that A itself is in L, it follows that L¢
is a complete lattice. The verification of the formulas for the A ’s and \/’s of
families of closed sets is straightforward. ]

Interestingly enough, the converse of this theorem is also true, which shows
that the lattices L¢ arising from closure operators provide typical examples of
complete lattices.

Theorem 5.3. Every complete lattice is isomorphic to the lattice of closed subsets
of some set A with a closure operator C.

PROOF. Let L be a complete lattice. For X € L define
C(X)={aeL:a<supX}.

Then C' is a closure operator on L and the mapping a — {b€ L : b < a} gives the
desired isomorphism between L and L. O

The closure operators which give rise to algebraic lattices of closed subsets are
called algebraic closure operators; actually the consequence operator of Tarski is
an algebraic closure operator.

Definition 5.4. A closure operator C' on the set A is an algebraic closure operator
if forevery X € A

C4: C(X)=U{C(Y):Y € X and Y is finite}.
(Note that C1, C2, C4 implies C3.)

Theorem 5.5. If C' is an algebraic closure operator on a set A then L¢ is an
algebraic lattice, and the compact elements of Lo are precisely the closed sets
C(X), where X is a finite subset of A.

PROOE. First we will show that C'(X) is compact if X is finite. Then by (C4), and

in view of 5.2, L¢ is indeed an algebraic lattice. So suppose X = {aq,...,ax}
and
c(x)c\/C4) = C’(U AZ->.
1€l el

For each a; € X we have by (C4) a finite X; < | J,.; Ai with a; € C(Xj).
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Since there are finitely many A;’s, say A1, ... ,Ajnj, such that

ngAjlu"-UAjn].,

then
aj; € C(Ajl Ut U Ajnj)-
But then
X c U C(Ajl (WREE UAjn].),
1<j<k
SO
XccC U Aji ,
1<j<k
1<i<n;
and hence

0<X>gc< U Aﬂ>= \ C4,),
1<j<k 1<j<k
1<i<n; 1<i<n,

so C(X) is compact.
Now suppose C(Y) is not equal to C'(X) for any finite X. From

cY)c U {C(X): X €Y and X is finite}

it is easy to see that C(Y") cannot be contained in any finite union of the C'(X)’s;
hence C'(Y') is not compact. ]

Definition 5.6. If C is a closure operator on A and Y is a closed subset of A,
then we say a set X is a generating set for Y if C(X) = Y. The set Y is finitely
generated if there is a finite generating set for Y. The set X is a minimal generating
set for Y if X generates Y and no proper subset of X generates Y.

Corollary 5.7. Let C be an algebraic closure operator on A. Then the finitely
generated subsets of A are precisely the compact elements of L.

Theorem 5.8. Every algebraic lattice is isomorphic to the lattice of closed subsets
of some set A with an algebraic closure operator C.

PROOF. Let L be an algebraic lattice, and let A be the subset of compact elements.
For X < A define
C(X) = {aeA:a<\/X}.

C'is a closure operator, and from the definition of compact elements it follows that
C'is algebraic. The map a — {b € A : b < a} gives the desired isomorphism as L
is compactly generated. L]
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EXERCISES §5

1.

If G is a group and X € G, let C(X) be the subgroup of G generated by X. Show that
C' is an algebraic closure operator on G.

. If Gisagroup and X € G, let C(X) be the normal subgroup generated by X. Show

that C' is an algebraic closure operator on G.

. If Risaring and X € R, let C(X) be the ideal generated by X. Show that C' is an

algebraic closure operator on R.

. If Lis alatticeand A € L, let u(A) = {b € L : a < bfora € A}, the set of

upper bounds of A, and let [(A) = {b € L : b < a for a € A}, the set of lower
bounds of A. Show that C'(A) = I(u(a)) is a closure operator on A, and that the map
a : a — C({a}) gives an embedding of L into the complete lattice L (called the
Dedekind-MacNeille completion). What is the Dedekind-MacNeille completion of the
rational numbers?

. If we are given a set A, a family K of subsets of A is called a closed set system for A

if there is a closure operator on A such that the closed subsets of A are precisely the
members of K. If K € Su(A), show that K is a closed set system for A iff K is closed
under arbitrary intersections.

Given a set A and a family K of subsets of A, K is said to be closed under

unions of chains if whenever C' € K and C is a chain (under <) then | JC € K;
and K is said to be closed under unions of upward directed families of sets if
whenever D € K is such that A;, Ay € D implies A; U Ay € Aj3 for some
As e D, then | JD € K. A result of set theory says that K is closed under unions
of chains iff K is closed under unions of upward directed families of sets.

6.

(Schmidt). A closed set system K for a set A is called an algebraic closed set system
for A if there is an algebraic closure operator on A such that the closed subsets of A
are precisely the members of K. If K < Su(A), show that K is an algebraic closed set
system iff K is closed under (i) arbitrary intersections and (ii) unions of chains.

If C is an algebraic closure operator on .S and X is a finitely generated closed subset, then
for any Y which generates X show there is a finite Yy € Y such that Y; generates X.

Let C be a closure operator on .S. A closed subset X # S is maximal if for any closed
subset Y with X € Y € S, either X = Y or Y = S. Show that if C' is algebraic and
X € S with C(X) # S then X is contained in a maximal closed subset if S is finitely
generated. (In logic one applies this to show every consistent theory is contained in a
complete theory.)
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Chapter 11

The Elements of Universal Algebra

One of the aims of universal algebra is to extract, whenever possible, the common
elements of several seemingly different types of algebraic structures. In achieving
this one discovers general concepts, constructions, and results which not only
generalize and unify the known special situations, thus leading to an economy
of presentation, but, being at a higher level of abstraction, can also be applied to
entirely new situations, yielding significant information and giving rise to new
directions.

In this chapter we describe some of these concepts and their interrelationships.
Of primary importance is the concept of an algebra; centered around this we
discuss the notions of isomorphism, subalgebra, congruence, quotient algebra,
homomorphism, direct product, subdirect product, term, identity, and free algebra.

§1 Definition and Examples of Algebras

The definition of an algebra given below encompasses most of the well known
algebraic structures, as we shall point out, as well as numerous lesser known alge-
bras which are of current research interest. Although the need for such a definition
was noted by several mathematicians such as Whitehead in 1898, and later by
Noether, the credit for realizing this goal goes to Birkhoff in 1933. Perhaps it
should be noted here that recent research in logic, recursive function theory, theory
of automata, and computer science has revealed that Birkhoff’s original notion
could be fruitfully extended, for example to partial algebras and heterogeneous
algebras, topics which lie |

22
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outside the scope of this text. (Birkhoff’s definition allowed infinitary operations;
however, his main results were concerned with finitary operations.)

Definition 1.1. For A a nonempty set and n a nonnegative integer we define
A% = {(}, and, for n > 0, A" is the set of n-tuples of elements from A. An
n-ary operation (or function) on A is any function f from A" to A; n is the
arity (or rank) of f. A finitary operation is an n-ary operation, for some n. The
image of {ay, ..., a,) under an n-ary operation f is denoted by f(a1,...,a,). An
operation f on A is called a nullary operation (or constant) if its arity is zero; it
is completely determined by the image f(@) in A of the only element &) in A,
and as such it is convenient to identify it with the element f((). Thus a nullary
operation is thought of as an element of A. An operation f on A is unary, binary
or ternary if its arity is 1,2, or 3, respectively.

Definition 1.2. A language (or type) of algebras is a set .F of function symbols
such that a nonnegative integer n is assigned to each member f of .%. This integer
is called the arity (or rank) of f, and f is said to be an n-ary function symbol. The
subset of n-ary function symbols in .# is denoted by .#,,.

Definition 1.3. If .# is a language of algebras then an algebra A of type .7 is
an ordered pair (A, F') where A is a nonempty set and F is a family of finitary
operations on A indexed by the language .# such that corresponding to each n-
ary function symbol f in .% there is an n-ary operation f* on A. The set A is
called the universe (or underlying set) of A = (A, F'), and the f”’s are called the
fundamental operations of A.. (In practice we prefer to write just f for fA—this
convention creates an ambiguity which seldom causes a problem. However, in this
chapter we will be unusually careful.) If .% is finite, say .% = {f1,..., fx}, we
often write (A, fi1, ..., fr) for (A, F'), usually adopting the convention:

arity f1 = arity fo = --- > arity f.

An algebra A is unary if all of its operations are unary, and it is mono-unary if it
has just one unary operation. A is a groupoid if it has just one binary operation;
this operation is usually denoted by + or -, and we write a + b or a - b (or just ab)
for the image of {a, b) under this operation, and call it the sum or product of a and
b, respectively. An algebra A is finite if | A| is finite, and trivial if |A| = 1.

It is a curious fact that the algebras that have been most extensively studied in
conventional (albeit modern!) algebra do not have fundamental operations of arity
greater than two. (However see [V§7 Ex. 8.)

Not all of the following examples of algebras are well-known, but they are of
considerable importance in current research. In particular we would like to point
out the role of recent directions in logic aimed at providing algebraic models for
certain logical systems. The reader will notice that all |
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of the different kinds of algebras listed below are distinguished from each other by
their fundamental operations and the fact that they satisfy certain identities. One of
the early achievements of Birkhoff was to clarify the role of identities (see§11).

EXAMPLES. (1) Groups. A group G is an algebra (G-, !, 1) with a binary, a
unary, and a nullary operation in which the following identities are true:

Gliz-(y-2)=~(z-y)-2
G2:z-1=1-
G3:z-z !~

r =
-1

X
Y S
A group G is Abelian (or commutative) if the following identity is true:
Gd:zx-y=~y-ux.

Groups were one of the earliest concepts studied in algebra (groups of substitu-
tions appeared about two hundred years ago). The definition given above is not
the one which appears in standard texts on groups, for they use only one binary
operation and axioms involving existential quantifiers. The reason for the above
choice, and for the descriptions given below, will become clear in §2.

Groups are generalized to semigroups and monoids in one direction, and to
quasigroups and loops in another direction.

(2) SEMIGROUPS AND MONOIDS. A semigroup is a groupoid (G, - in which
(G1) is true. It is commutative (or Abelian) if (G4) holds. A monoid is an algebra
(M, -, 1) with a binary and a nullary operation satisfying (G1) and (G2).

(3) QUASIGROUPS AND LOOPS. A quasigroup is an algebra (@, /,-,\) with three
binary operations satisfying the following identities:

Ql:z\(z-y) = y; (z-y)/y~z
Q2 z- (2\y) ~ y; (z/y)-y ~ z.

A loop is a quasigroup with identity, i.e., an algebra (@, /, -, \, 1) which satisfies
(QD), (Q2) and (G2). Quasigroups and loops will play a major role in Chapter III.

(4) RINGS. A ring is an algebra (R, +,-, —,0), where + and - are binary, — is
unary and O is nullary, satisfying the following conditions:

R1: (R, +,—,0) is an Abelian group

R2: (R, -) is a semigroup

R3: z:(y+2) (-y)+ (x-2)
(z+y)-2 (z-2) + (y-2).

A ring with identity is an algebra (R, +,-, —, 0, 1) such that (R1)—(R3) and (G2)
hold.

~
~
~
~
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(5) MODULES OVER A (FIXED) RING. Let R be a given ring. A (left) R-module
is an algebra (M, +, —, 0, (fr)rer) Where + is binary, — is unary, 0 is nullary, and
each f, is unary, such that the following hold:

MI1: (M, +,—,0) is an Abelian group
M2: fo(x +y) = fr(x) + fr(y), forr € R
M3: fris(z) = fr(z) + fs(x), forr,s € R
M4: f.(fs(x)) =~ frs(x) forr,s € R.

Let R be a ring with identity. A unitary R-module is an algebra as above satisfying
(M1)—~(M4) and

MS5: fi(z) =~ =.

(6) ALGEBRAS OVER A RING. Let R be a ring with identity. An algebra over R
is an algebra (A, +,-, —, 0, (f»)rer, such that the following hold:

Al: (A, +,—,0,(fr)rery is a unitary R-module
A2: (A, +,-,—,0)is aring
A3: fo(x-y) = (fr(2)) -y = a- fr-(y) forr € R.

(7) SEMILATTICES. A semilattice is a semigroup {5, - ) which satisfies the commu-
tative law (G4) and the idempotent law

Sl: z-x ~ x.

Two definitions of a lattice were given in the last chapter. We reformulate the
first definition given there in order that it be a special case of algebras as defined in
this chapter.

(8) LATTICES. A lattice is an algebra (L, v, Ay with two binary operations which
satisfies (L1)—(L4) of I§1.

(9) BOUNDED LATTICES. An algebra (L, v, A,0,1) with two binary and two
nullary operations is a bounded lattice if it satisfies:

BLI1: (L, v, A)is a lattice
BL2: 2 A0 0; xv1=xl

(10) BOOLEAN ALGEBRAS. A Boolean algebra is an algebra (B, v, A,’,0,1)
with two binary, one unary, and two nullary operations which satisfies:

B1: (B, v, ) is a distributive lattice
B2:zA0x0;zv1ixl
B3z A2 20;zva ~1.

Modern Boolean algebras grew out of Boole’s investigations (during the years
1847-1854) into an algebraic formulation of the laws of correct reasoning. They
have ||
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become vital to electrical engineering, computer science, axiomatic set theory,
model theory, and other areas of science and mathematics. We will return to them
in Chapter IV.

(11) HEYTING ALGEBRAS. An algebra (H, v, A, —,0, 1) with three binary and
two nullary operations is a Heyting algebra if it satisfies:

H1: (H, v, A) is a distributive lattice

H2: 2 A0=0;z2v1ixl

H3:z—-2z~x1

H4: (x> y)rym~y; A (> y)xz Ay

H5:z—> yAaz)x(z—oya(x—2z2); (zvy Dz (> 2)A(y—2).

These were introduced by Birkhoff under a different name, Brouwerian alge-
bras, and with a different notation (v : u for u — v).

(12) n-VALUED POST ALGEBRAS. An algebra (A, v, A,’,0, 1) with two binary,
one unary, and two nullary operations is an n-valued Post algebra if it satisfies
every identity satisfied by the algebra P,, = ({0,1,...,n—1}, v, A,”,0, 1) where
{0,1,...,n—1}, v, A,0,1)isabounded chain with0 <n—1<n—-2<--- <
2<l,andl" =2,2=3,...,(n—-2)=n—-1,(n—1) =0,and 0’ = 1. See
Figure 8, where the unary operation ’ is depicted by arrows. In IVE7 we will give a
structure theorem for all n-valued Post algebras, and in V§4 show that they can be
defined by a finite set of identities.

n-1
I n

Figure 8 The Post algebra P,

(13) CYLINDRIC ALGEBRAS OF DIMENSION n. If we are given n € w, then
an algebra (A, v, A,”, co, ..., ¢,-1,0,1,doo, do1, - . ., dpn—1n—1) With two binary
operations, n + 1 unary operations, and n? + 2 nullary operations is a cylindric
algebra of dimension n if it satisfies the following, where 0 < 7,5,k < n :

Cl1: (A, v, A,’,0,1) is a Boolean algebra
C2:¢;0=0
C3: z < ¢x
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C4: ci(x A cy) = (cix) A (ciy)

Cs: ¢icjx = cjeiw

C7: dik =~ Cj(dij VAN djk) if 7 75j #k

C8: Ci(dij A CL’) A Ci(di]’ N l’l) ~0ifi # ]

Cylindric algebras were introduced by Tarski and Thompson to provide an
algebraic version of the predicate logic.

(14) ORTHOLATTICES. An algebra (L, v, A,’,0,1) with two binary, one unary
and two nullary operations is an ortholattice if it satisfies:

Ql: (L, v, A,0,1) is a bounded lattice
Qzrd =0 zva ~1

Q3 (znrny) =2 viy;(xvy) ~a' Ay
Q4: (') ~ .

An orthomodular lattice is an ortholattice which satisfies

Q:z<y—zv (¥ Ay =~y
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EXERCISES §1

1. An algebra (A, F) is the reduct of an algebra (A, F*) to & if & < .% *, and F is the
restriction of F'* to .#. Given n > 1, find equations X' for semigroups such that X' will
hold in a semigroup (S, -) iff {S,-) is a reduct of a group (S, -, !, 1) of exponent n
(i.e., every element of S is such that its order divides n).

2. Two elements a, b of a bounded lattice (L, v, A,0, 1) are complements if a v b =
1, a A b= 0. In this case each of a, b is the complement of the other. A complemented
lattice is a bounded lattice in which every element has a complement.

(a) Show that in a bounded distributive lattice an element can have at most one
complement.
(b) Show that the class of complemented distributive lattices is precisely the class of
reducts of Boolean algebras (to {v, A,0,1}).
3. If (B, v, A,’,0,1) is a Boolean algebra and a, b € B, define a — b to be a’ v b. Show
that (B, v, A, —,0, 1) is a Heyting algebra.
4. Show that every Boolean algebra is an ortholattice, but not conversely.

5. (@ If (H,v,n,—,0,1) is a Heyting algebra and a,b € H show that a — b is the
largest element c of H (in the lattice sense) such that a A ¢ < b.
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(b) Show that the class of bounded distributive lattices (L, v, A, 0, 1) such that for
each a,b € L there is a largest c € L with a A ¢ < b is precisely the class of reducts of
Heyting algebras (to {v, A, 0, 1}).

(c) Show that the open subsets of a topological space, with the partial ordering S, is
a Heyting algebra.

(d) Show that every finite distributive lattice is a reduct of a Heyting algebra.

6. Let (M,-, 1) be a monoid and suppose A € M. For a € A define f, : M — M by
fa(s) = a-s. Show that the unary algebra (M, (f,)aca) satisfies fo, -+ - fo, () =~
foy o foo (z) iff ay - - - @y, = by « - - bg. (This observation of Mal’cev [24] allows one to
translate undecidability results about word problems for monoids into undecidability
results about equations of unary algebras. This idea has been refined and developed by
McNulty [1976] and Murskii [1971]).

§2 Isomorphic Algebras, and Subalgebras

The concepts of isomorphism in group theory, ring theory, and lattice theory are
special cases of the notion of isomorphism between algebras.

Definition 2.1. Let A and B be two algebras of the same type .%. Then a function
«a : A — B is an isomorphism from A to B if « is one-to-one and onto, and for
every n-ary f € %, foraq,...,a, € A, we have

afA(al,...,an) sz(aal,...,aan). (%)

We say A is isomorphic to B, written A = B, if there is an isomorphism from A
to B. If « is an isomorphism from A to B we may simply say “a: A — B is an
isomorphism”.

As is well-known, following Felix Klein’s Erlangen Program, algebra is often
considered as the study of those properties of algebras which are invariant under
isomorphism, and such properties are called algebraic properties. Thus from an
algebraic point of view, isomorphic algebras can be regarded as equal or the same,
as they would have the same algebraic structure, and would differ only in the nature
of the elements; the phrase “they are equal up to isomorphism” is often used.

There are several important methods of constructing new algebras from given
ones. Three of the most fundamental are the formation of subalgebras, homo-
morphic images, and direct products. These will occupy us for the next few
sections.

Definition 2.2. Let A and B be two algebras of the same type. Then B is a
subalgebra of A if B € A and every fundamental operation of B is the restriction
of the corresponding operation of A, i.e., for each function symbol f, fB is f4
restricted to B; we write simply B < A. A subuniverse of A is a |
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subset B of A which is closed under the fundamental operations of A, i.e., if
f is a fundamental n-ary operation of A and a,...,a, € B we would require

flay,...,a,) € B.

Thus if B is a subalgebra of A, then B is a subuniverse of A. Note that the
empty set may be a subuniverse, but it is not the underlying set of any subalgebra.
If A has nullary operations then every subuniverse contains them as well.

It is the above definition of subalgebra which motivated the choice of funda-
mental operations for the several examples given in §1. For example, we would like
a subalgebra of a group to again be a group. If we were to consider a group as an
algebra with only the usual binary operation then, unfortunately, subalgebra would
only mean subsemigroup (for example the positive integers are a subsemigroup,
but not a subgroup, of the group of all integers). Similar remarks apply to rings,
modules, etc. By considering a suitable modification (enlargement) of the set of
fundamental operations the concept of subalgebra as defined above coincides with
the usual notion for the several examples in §1.

A slight generalization of the notion of isomorphism leads to the following
definition.

Definition 2.3. Let A and B be of the same type. A function o : A — B is an
embedding of A into B if « is one-to-one and satisfies () of 2.1 (such an « is also
called a monomorphism). For brevity we simply say “« : A — B is an embedding”.
We say A can be embedded in B if there is an embedding of A into B.

Theorem 2.4. If o : A — B is an embedding, then a(A) is a subuniverse of B.

PROOF. Let o : A — B be an embedding. Then for an n-ary function symbol f and
al,...,aneA,

fB(aal, ce Q) = afA(al, .oy ap) € alA),

hence a(A) is a subuniverse of B. ]

Definition 2.5. If o : A — B is an embedding, o/(A) denotes the subalgebra of B
with universe «(A).

A problem of general interest to algebraists may be formulated as follows. Let
K be a class of algebras and let /; be a proper subclass of K. (In practice, K may
have been obtained from the process of abstraction of certain properties of K, or K3
may be obtained from K by certain additional, more desirable, properties.) Two basic
questions arise in the quest for structure theorems.
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(1) Is every member of K isomorphic to some member of K;?

(2) Is every member of K embeddable in some member of K;?

For example, every Boolean algebra is isomorphic to a field of sets (see IV§1),
every group is isomorphic to a group of permutations, a finite Abelian group is
isomorphic to a direct product of cyclic groups, and a finite distributive lattice can
be embedded in a power of the two-element distributive lattice. Structure theorems
are certainly a major theme in Chapter IV.

§3  Algebraic Lattices and Subuniverses

We shall now describe one of the natural ways that algebraic lattices arise in
universal algebra.

Definition 3.1. Given an algebra A define, for every X € A,
Sg(X) = ﬂ{B : X € B and B is a subuniverse of A}.

We read Sg(X) as “the subuniverse generated by X .

Theorem 3.2. If we are given an algebra A, then Sg is an algebraic closure
operator on A.

PROOF. Observe that an arbitrary intersection of subuniverses of A is again a
subuniverse, hence Sg is a closure operator on A whose closed sets are precisely
the subuniverses of A. Now, for any X € A define

E(X) =X u{f(ai,...,a,) : f is a fundamental n-ary operation on A4, n € w,
anday,...,an € X }.

Then define E™(X) for n > 0 by

E9X)=X
E"Y(X) = E(E"(X)).

As all the fundamental operations on A are finitary and
XCEX)SE*(X)c---
one can show that (Exercise 1)
Sg(X) =X UEBX)UE*(X)u---,

and from this it follows that if a € Sg(X) then a € E™(X) for some n < w; hence
for some finite Y € X, a € E™(Y). Thus a € Sg(Y'). But this says Sg is an
algebraic closure operator. ]


apizzotti
Note
Actually this remark should come before Definition 3.1!
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Corollary 3.3. If A is an algebra then Lgg, the lattice of subuniverses of A, is
an algebraic lattice.

The corollary says that the subuniverses of A, with € as the partial order, form
an algebraic lattice.

Definition 3.4. Given an algebra A, Sub(A) denotes the set of subuniverses of
A and Sub(A) is the corresponding algebraic lattice, the lattice of subuniverses
of A. For X € A we say X generates A (or A is generated by X, or X is a set
of generators of A) if Sg(X) = A. The algebra A is finitely generated if it has a
finite set of generators.

One cannot hope to find any further essentially new lattice properties which
hold for the class of lattices of subuniverses since every algebraic lattice is isomor-
phic to the lattice of subuniverses of some algebra.

Theorem 3.5 (Birkhoff and Frink). IfL is an algebraic lattice, then L =~ Sub(A),
for some algebra A.

PROOF. Let C' be an algebraic closure operator on a set A such that L = L¢ (such
exists by I§5.8). For each finite subset B of A and each b € C(B) define an n-ary
function fp; on A, where n = | B|, by

@) = {b if B ={a1,...,an}

fBplal,... .
slar, a1 otherwise,

and call the resulting algebra A. Then clearly

feplar,...,an) € C{a1,...,an}),

hence for X € A,
Sg(X) € C(X).

On the other hand
C(X) = | J{C(B) : B < X and Bis finite}
and, for B finite,

C(B) = {fBJ,(al,...,an) B = {al,... ,an},be C(B)}

c Sg(B)
c Sg(X)
imply
C(X) < Sg(X);
hence
C(X) = Sg(X)
Thus Lo = Sub(A), so Sub(A) = L. O

The following set-theoretic result is used to justify the possibility of certain
constructions in universal algebra—in particular it shows that for a ||
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given type there cannot be “too many” algebras (up to isomorphism) generated by
sets no larger than a given cardinality. Recall that w is the smallest infinite cardinal.

Corollary 3.6. If A is an algebra and X < A then |Sg(X)| < | X| + | Z#| + w.

PROOF. Using induction on n one has |[E"(X)| < |X| + |-#| + w, so the result
follows from the proof of 3.2. O]

REFERENCE

1. G. Birkhoff and O. Frink [1948]

EXERCISE §3

1. Show Sg(X) = X U E(X) U E2(X) U ---.

§4  The Irredundant Basis Theorem

Recall that finitely generated vector spaces have the property that all minimal
generating sets have the same cardinality. It is a rather rare phenomenon, though,
to have a “dimension.” For example, consider the Abelian group Zg—it has both
{1} and {2, 3} as minimal generating sets.

Definition 4.1. Let C' be a closure operator on A. For n < w, let C, be the
function defined on Su(A) by

Co(X) = J{o(V) : Y = X, |V < n}.
We say that C is n-ary, if

C(X) = Ca(X) v CR(X) U+,

where
Cp(X) = Cu(X),
CEL(X) = Cn (CH(X)).

Lemma 4.2. Let A be an algebra all of whose fundamental operations have arity
at most n. Then Sg is an n-ary closure operator on A.

PROOF. Note that (using the E of the proof of 3.2)

E(X) € (Sg)n(X) = Sg(X);
hence
Sg(X) =X UB(X)uEXX)uU---
S (Sg)n(X) U (SPa(X) U+
< Sg(X),
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SO
Sg(X) = (Sg)n(X) U (Sg(X) L - . O

Definition 4.3. Suppose C'is a closure operator on S. A minimal generating set
of S is called an irredundant basis. Let I'B(C') = {n < w : S has an irredundant
basis of n elements}.

The next result shows that the length of the finite gaps in IrB(C’) is bounded
by n — 2 if C' is an n-ary closure operator.

Theorem 4.4 (Tarski). If C' is an n-ary closure operator on S withn = 2, and if
i < jwithi,je IrB(C) such that
{i+1,...,5—1} nIrB(C) = O, (*)

then j — i < n — 1. In particular, if n = 2 then IrB(C') is a convex subset of w,
i.e., a sequence of consecutive numbers.

PROOF. Let B be an irredundant basis with |B| = j. Let K be the set of
irredundant bases A with |A| < 1.

The idea of the proof is simple. We will think of B as the center of .S, and
measure the distance from B using the “rings” C**1(B) — C¥(B). We want to
choose a basis Ay in K such that Ag is as close as possible to B, and such that
the last ring which contains elements of A( contains as few elements of A as
possible. We choose one of the latter elements ag and replace it by n or fewer
closer elements by, . .., by, to obtain a new generating set A, with |A;| < i+ n.
Then A; contains an irredundant basis Ao. By the ‘minimal distance’ condition on
Ap we see that As ¢ K, hence |Ag| > i, s0 |Az| = j by (*). Thus j < i + n.

Now for the details of this proof, choose Ay € K such that
Ag & C¥(B) implies A & C*(B)
for A € K (see Figure 9). Let ¢ be such that

Ay c CHY(B), Ap ¢ CL(B).
We can assume that

|40 0 (C1H(B) = CL(B)| < [An (CL7H(B) = C(B)]
for all A e K with A € CLT1(B). Choose
ag € [C’ffl(B) — CL(B)] n Ay.
Then there must exist by, . . ., b, € CL(B), for some m < n, with

ap € Cp({b1,...,bm}),

SO
Ay € Cp(41),

A = (Apg — {ap}) v {b1,...,bm};

where

hence

C(Ag) € C(Av),
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which says A is a set of generators of .S. Consequently, there is an irredundant
basis Ay € A;. Now |As| < |Ag| + n. If |Ag| + n < j, we see that the existence
of As contradicts the choice of A as then we would have

Ase K, Ay cCHY(B)

and
|42 A (CLHH(B) = CL(B))] < |40 0 (C1TH(B) = CL(B))]-
Thus |Ag| +n > j. As |Ag| < 4, we have j — i < n. 0

EXAMPLE. If A is an algebra all of whose fundamental operations have arity not
exceeding 2 then IrB(Sg) is a convex set. This applies to all the examples given in §1.

REFERENCES

1. G.F. McNulty and W. Taylor [1975]
2. A. Tarski [1975]

EXERCISES §4

1. Find IrB(Sg), where Sg is the subuniverse closure operator on the group of integers Z.

2. If C is a closure operator on a set .S and X is a closed subset of .S, show that 4.4 applies
to the irredundant bases of X.

3. If Ais a unary algebra show that |IrB(Sg)| < 1.

4. Give an example of an algebra A such that IrB(Sg) is not convex.



85 Congruences and Quotient Algebras 35

§5 Congruences and Quotient Algebras

The concepts of congruence, quotient algebra, and homomorphism are all closely
related. These will be the subjects of this and the next section.

Normal subgroups, which were introduced by Galois at the beginning of the
19™ century, play a fundamental role in defining quotient groups and in the so-
called homomorphism and isomorphism theorems which are so basic to the general
development of group theory. Ideals, introduced in the second half of the 19™
century by Dedekind, play an analogous role in defining quotient rings, and in the
corresponding homomorphism and isomorphism theorems in ring theory. Given
such a parallel situation, it was inevitable that mathematicians should seek a general
common formulation. In these two sections the reader will see that congruences do
indeed form the unifying concept, and furthermore they provide another meeting
place for lattice theory and universal algebra.

Definition 5.1. Let A be an algebra of type .7 and let § € Eq(A). Then 0 is a
congruence on A if 0 satisfies the following compatibility property:

CP: For each n-ary function symbol f € % and elements a;, b; € A, if a;0b;
holds for 1 < 7 < n then

fAar, .. an) 0f2 (b1, ..., bn)
holds.

The compatibility property is an obvious condition for introducing an algebraic
structure on the set of equivalence classes A/6, an algebraic structure which is
inherited from the algebra A. Forif ay, ..., a, are elements of A and f is an n-ary
symbol in .Z#, then the easiest choice of an equivalence class to be the value of f
applied to (a1 /0, . .. , a,/0) would be simply f*(ay,...,a,)/0. This will indeed
define a function on A/@ iff (CP) holds. We illustrate (CP) for a binary operation
in Figure 10 by subdividing A into

fA(avaz) ®

fibub) o

R UG T

Figure 10
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the equivalence classes of 0; then selecting a1, b in the same equivalence class
and ay, by in the same equivalence class we want f4 (ar,a2), f A(bl, ba) to be in
the same equivalence class.

Definition 5.2. The set of all congruences on an algebra A is denoted by Con A.
Let 6 be a congruence on an algebra A. Then the quotient algebra of A by
0, written A /6, is the algebra whose universe is A/f and whose fundamental
operations satisfy

A% a1/0,. .. an/0) = fA (a1, ..., an)/0

where a1, ...,a, € A and f is an n-ary function symbol in .%.
Note that quotient algebras of A are of the same type as A.

ExXAMPLES. (1) Let G be a group. Then one can establish the following connection
between congruences on G and normal subgroups of G:

(a) If @ € Con G then 1/0 is the universe of a normal subgroup of G, and for
a,b e G we have (a,by € 0 iff a- b~ € 1/6;

(b) If N is a normal subgroup of G, then the binary relation defined on G by
{a,bye @ iff a-bte N

is a congruence on G with 1/6 = N.

Thus the mapping 6 +— 1/6 is an order-preserving bijection between congru-
ences on G and normal subgroups of G.

(2) Let R be a ring. The following establishes a similar connection between
the congruences on R and ideals of R:

(a) If @ € Con R then 0/6 is an ideal of R, and for a,b € R we have {a,b) € 0
iffa—be0/0;
(b) If I is an ideal of R then the binary relation 6 defined on R by

{a,byefiffa—bel

is a congruence on R with 0/0 = I.

Thus the mapping 6 — 0/6 is an order-preserving bijection between congru-
ences on R and ideals of R.

These two examples are a bit misleading in that they suggest any congruence
on an algebra might be determined by a single equivalence class of the congruence.
The next example shows this need not be the case.

(3) Let L be a lattice which is a chain, and let 6 be an equivalence relation on
L such that the equivalence classes of 6 are convex subsets of L (i.e., if af#b and
a < ¢ < b then afc). Then 6 is a congruence on L.
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We will delay further discussion of quotient algebras until the next section and
instead concentrate now on the lattice structure of Con A.

Theorem 5.3. (Con A, <) is a complete sublattice of (Eq(A), S), the lattice of
equivalence relations on A.

PROOF. To verify that Con A is closed under arbitrary intersection is straightfor-
ward. For arbitrary joins in Con A suppose 6; € Con A fori € I. Then, if f is a
fundamental n-ary operation of A and

{ar, b1y, - {an, by € \/ 6,
el

where \/ is the join of Eq(A), then from I§4.7 it follows that one can find
i, ..., € I, for some k € w, such that

{a;,bjy € b;iy00; 0---00;,, 1<j<n.
An easy argument then suffices to show that

<f(a’17"')an)af(bla'°'abn)>€01'0092'1O"'Oeik;

hence \/ 0; is a congruence relation on A. O]

iel

Definition 5.4. The congruence lattice of A, denoted by Con A, is the lattice
whose universe is Con A, and meets and joins are calculated the same as when
working with equivalence relations (see 1§4).

The following theorem suggests the abstract characterization of congruence
lattices of algebras.

Theorem 5.5. For A an algebra, there is an algebraic closure operator © on
A x A such that the closed subsets of A x A are precisely the congruences on A.
Hence Con A is an algebraic lattice.

PROOF. Let us start by setting up an appropriate algebraic structure on A x A. First,
for each n-ary function symbol f in the type of A let us define a corresponding
n-ary function f on A x A by

F(lar,br), ... lansbuy) = {fAar, .. an), fA(b1, ... bn)).

Then we add the nullary operations {a, a) for each a € A, a unary operation s
defined by

s((a, ) = <b,a),

and a binary operation ¢ defined by

{a,dy ifb=c
{a,b) otherwise.

t(<a7 b>7 <C> d>) = {

Now it is an interesting exercise to verify that B is a subuniverse of this new
algebra iff B is a congruence on A. Let © be the Sg closure operator on ||
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A x A for the algebra we have just described. Thus, by 3.3, Con A is an algebraic
lattice. O]

The compact members of Con A are, by 1§5.7, the finitely generated members
O(a1,b1),...,{an,byy) of Con A.

Definition 5.6. For A analgebraand ay,...,a, € Alet©(ay,...,ay) denote the
congruence generated by {{(a;,a;) : 1 <1,j < n},ie., the smallest congruence
such that ay, . . ., a, are in the same equivalence class. The congruence @(a1, az)
is called a principal congruence. For arbitrary X € A, let ©(X) be defined to
mean the congruence generated by X x X.

Finitely generated congruences will play a key role in 11§12, in Chapter IV,
and Chapter V. In certain cases we already know a good description of principal
congruences.

EXAMPLES. (1) If G is a group and a, b, ¢, d € G then {a,b) € O(c,d) iff ab*
is a product of conjugates of cd ! and conjugates of dc—'. This follows from the
fact that the smallest normal subgroup of G containing a given element v has as
its universe the set of all products of conjugates of u and conjugates of 1!

(2) If R is a ring with unity and a, b, ¢,d € R then {a,b) € O(c,d) iff a — b
is of the form };,_,_, ri(c — d)s; where r;, s; € R. This follows from the fact
that the smallest ideal of R containing a given element e of R is precisely the set

{Zlgisn ries; 11,8 € Ron > 1}.

Some useful facts about congruences which depend primarily on the fact that
O is an algebraic closure operator are given in the following.

Theorem 5.7. Let A be an algebra, and suppose a1,b1,...,a,,b, € A and
0 € Con A. Then

(a) O(a1,b1) = O(b1,a1)

() ©(Ca1,b1), ..., {an,bn)) = Ofa1,b1) v -+ v O(an, by)
(c)O(ay,...,an) = Ola1,az) v Oaz,a3) v -+ v Oap—_1, an)
)8 ={O(a,b) : {a,by € 6} = \/ {O(a,b) : {a,b) € 6}
0 =J{O0(a1,b1),...,{an, b)) : {ai,b;y € 6,n = 1}.

PROOF. (a) As
<b1, a1> € 8((11, bl)

O(b1,a1) € O(ay, by1);

we have

hence, by symmetry,

9(0,1,[?1) = Q(bl,al).
(b) For 1 <1 < n,
<ai7 bl> € 6(<a’17 bl>7 B 7<a'7l7 bn>)a
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hence
@(ai, bi) - 9((@1, b1>, - ,<an, bn>),
SO
@(al, bl) Vo Vv Q(CLn, bn) c @(<a1, b1>, e <an, bn>)

On the other hand, for 1 < 7 < n,

<ai,bi> € @(a,-,bi) - @(al,bl) 2RIV, @(an,bn),

SO

{<a1, b1>, - ,<an, bn>} c Q(al, bl) AV Q(Gn, bn);
hence

Oa1,b1),...,{an, b)) € Oai,by) v - - v O(an, by),
SO

@(<a1, bl>, e ,<an, bn>) = @(al, bl) ViV @(an, bn)

(c)Forl <1 <n—1,
<a7,'7 ai+1> € @(ala cee 7an)a
SO
O(ai,a;+1) € O(ay, . .., an);

hence

O(ar,a2) v -+ v Oap—1,an) € Oay,...,an).
Conversely, for 1 <i < j < n,

<CLZ‘, aj> € Q(ai, ai+1) 0++-0 Q(aj_l, aj)

so, by 184.7

{as,aj) € Oai, a;01) v -+ v Oaj_1, aj);
hence

{aj,aj) € Oar,a2) v -+ v Oan_1,an).

In view of (a) this leads to

O(ay,...,an) € Oar,az) v -+ v Oap_1,an),
SO

O(ay,...,an) = Oar,az) v -+ v Oan—_1, an).

(d) For {a, by € 0 clearly
{a,by € Oa,b) = 6
)
6 < | J{O(a,b) : (a,by e 0} = \/{O(a,b) : {a,b) € } < 6;

hence

0 =| J{6(a,b) : (a,b) € 6} = \/ {O(a,b) : {a, by € 6}.
(e) (Similar to (d).) [

One cannot hope for a further sharpening of the abstract characterization of
congruence lattices of algebras in 5.5 because in 1963 Gritzer and Schmidt proved
that for every algebraic lattice L there is an algebra A such that L =~ Con A. Of
course, for particular classes of algebras one might find that ||
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some additional properties hold for the corresponding classes of congruence lattices.
For example, the congruence lattices of lattices satisfy the distributive law, and
the congruence lattices of groups (or rings) satisfy the modular law. One of
the major themes of universal algebra has been to study the consequences of
special assumptions about the congruence lattices (or congruences) of algebras (see
§12 as well as Chapters IV and V). For this purpose we introduce the following
terminology.

Definition 5.8. An algebra A is congruence-distributive (congruence-modular)
if Con A is a distributive (modular) lattice. If 1, 65 € Con A and

01060y =60500;

then we say 61 and 0y are permutable, or 6, and 02 permute. A is congruence-
permutable if every pair of congruences on A permutes. A class K of algebras is
congruence-distributive, congruence-modular, respectively congruence-permutable
iff every algebra in K has the desired property.

We have already looked at distributivity and modularity, so we will finish this
section with two results on permutable congruences.

Theorem 5.9. Let A be an algebra and suppose 01,05 € Con A. Then the
following are equivalent:

(a)01002:62091
(b)91V92=91092
(c)B1 00y € 05 00,.

PROOF. (a) = (b): For any equivalence relation § we have 6 o § = 6, so from (a)
it follows that the expression for 61 v 65 given in [§4.6 reduces to 61 U (61 © 05),
and hence to 01 o 5.

(c) = (a): Given (c) we have to show that
0y 061 C 61 080,.

This, however, follows easily from applying the relational inverse operation to (c),
namely we have
(01 062)" S (62061)",

and hence (as the reader can easily verify)
05 00y <60y oby.

Since the inverse of an equivalence relation is just that equivalence relation, we
have established (a).

(b) = (¢): Since
001 €61 v b,

from (b) we could deduce 05001 C 01 0 0o,
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and then from the previous paragraph it would follow that
02 0 01 = 01 o O;
hence (c) holds. O]

Theorem 5.10 (Birkhoff). If A is congruence-permutable, then A is congruence-
modular.

PROOF. Let 01,605,035 € Con A with §; < 65. We want to show that
0s N (91 \Y 93) c 0 v ((92 M 93),

so suppose {a, by is in #2 N (61 v O3). By 5.9 there is an element ¢ such that

abicO3b
holds as
91 \/93 291093.
By symmetry
{c,a) € Bi;
hence
{c,a) € B3,
and then by transitivity
<C, b> € 0s.
Thus
<C, b> € 92 N 93,
so from
a91c(92 M 93)b
follows
<a, b> S 91 o] (92 M 93);
hence

<a, b> €l v (92 N 93) ]

We would like to note that in 1953 J6nsson improved on Birkhoff’s result
above by showing that one could derive the so-called Arguesian identity for lattices
from congruence-permutability. In §12 we will concern ourselves again with
congruence-distributivity and permutability.

REFERENCES
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EXERCISES §5

1. Verify the connection between normal subgroups and congruences on a group stated in
Example 1 (after 5.2).

2. Verify the connection between ideals and congruences on rings stated in Example 2
(after 5.2).
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3. Show that the normal subgroups of a group form an algebraic lattice which is modular.

4. Show that every group and ring is congruence-permutable, but not necessarily congruence-
distributive.

5. Show that every lattice is congruence-distributive, but not necessarily congruence-
permutable.

6. In the proof of 5.5, verify that subuniverses of the new algebra are precisely the
congruences on A.

7. Show that © is a 2-ary closure operator. [Hint: replace each n-ary f of A by unary
operations
f(a17 AR 7a’i_17x’ a/1+17 AR 7a/n)7 al? A 7al—17a7/+17 R 7an e A
and show this gives a unary algebra with the same congruences.]

8. If A is a unary algebra and B is a subuniverse define 6 by {a,by € 0 iff a = b or
{a,b} < B. Show that 6 is a congruence on A.

9. Let S be a semilattice. Define a < b fora,b e Sifa-b = a. Show that < is a partial
order on S. Next, given a € S define

0, = {¢b,cy € S x S : both or neither of @ < b, a < ¢ hold}.
Show 6, is a congruence on S.
An algebra A has the congruence extension property (CEP) if for every B < A

and 6 € Con B there is a ¢ € Con A such that # = ¢ n B2. A class K of algebras
has the CEP if every algebra in the class has the CEP.

10. Show that the class of Abelian groups has the CEP. Does the class of lattices have
the CEP?

11. If Lis adistributive lattice and a, b, ¢, d € L show that{a, by € O(c,d) iff cAndra =
cndabandcvdva=cvdvhb.

An algebra A has 3-permutable congruences if for all 6, ¢ € Con A we have
Bopol S pobod.

12. (Jonsson) Show that if A has 3-permutable congruences then A is congruence-
modular.

§6  Homomorphisms and the Homomorphism and
Isomorphism Theorems

Homomorphisms are a natural generalization of the concept of isomorphism, and,
as we shall see, go hand in hand with congruences.

Definition 6.1. Suppose A and B are two algebras of the same type .#. A
mapping « : A — B is called a homomorphism from A to B if

afAal, ... a,) = fB(aay, ... aay)
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for each n-ary f in .% and each sequence a1, . .., a, from A. If, in addition, the
mapping « is onto then B is said to be a homomorphic image of A, and « is
called an epimorphism. (In this terminology an isomorphism is a homomorphism
which is one-to-one and onto.) In case A = B a homomorphism is also called
an endomorphism and an isomorphism is referred to as an automorphism. The
phrase “a. : A — B is a homomorphism” is often used to express the fact that « is
a homomorphism from A to B.

EXAMPLES. Lattice, group, ring, module, and monoid homomorphisms are all
special cases of homomorphisms as defined above.

Theorem 6.2. Let A be an algebra generated by a set X. If o : A — B and
B : A — B are two homomorphisms which agree on X (i.e., a(a) = (a) for

a€ X),then a = f.

PROOF. Recall the definition of F in §3. Note that if o and 5 agree on X then «

and (3 agree on E(X), for if f is an n-ary function symbol and ay,...,a, € X
then
afay,.. . a,) = fB(aay, ... aay)
= fB(Balv-'wﬁan)
= BfA(ay, ..., an).

Thus by induction, if o and 3 agree on X then they agree on E™(X) for n < w,
and hence they agree on Sg(X). ]

Theorem 6.3. Let o : A — B be a homomorphism. Then the image of a
subuniverse of A under « is a subuniverse of B, and the inverse image of a
subuniverse of B is a subuniverse of A.

PROOF. Let S be a subuniverse of A, let f be an n-ary member of .%, and let
ai,...,an € S. Then

fB(aala s ,O[(In) = O[fA(CLh. : 'aan) € O((S),

so (S) is a subuniverse of B. If we now assume that .S is a subuniverse of B

(instead of A) and a(ay), ..., a(a,) € S then af®(ay,...,a,) € S follows from
the above equation, so fA(ay, ..., a,)isina~'(S). Thus a~!(S) is a subuniverse
of A. O]

Definition 6.4. If o« : A — B is ahomomorphismand C < A;D < B, let a(C)
be the subalgebra of B with universe o(C), and let o~ (D) be the subalgebra of
A with universe a~!(D), provided a~!(D) # @.

Theorem 6.5. Suppose a: A — B and 5 : B — C are homomorphisms. Then
the composition 5 o « is a homomorphism from A to C.
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PROOF. For f an n-ary function symbol and ay, ..., a, € A, we have
(B © a)fA(ala s ,G,n) = B(afA(ah .- .,Gn))
= BfB(aay, ..., aa,)
= fc(ﬂ(aal),...,ﬁ(aan))
= fC((Boa)ar,...,(Boa)a). O

The next result says that homomorphisms commute with subuniverse closure
operators.

Theorem 6.6. If o : A — B is a homomorphism and X is a subset of A then
a Sg(X) = Sg(aX).

PROOF. From the definition of F (see §3) and the fact that « is a homomorphism
we have

aFE(Y) = E(aY)
forall Y < A. Thus, by induction on n,
aE"(X) = E"(aX)
for n = 1; hence
aSg(X)=a(X VEX)UVE*(X)uU---)

=aX uvaB(X)uaE*(X)u---

=aX U E(@X)u E*(aX)u---

= Sg(aX). N

Definition 6.7. Let @ : A — B be a homomorphism. Then the kernel of a,
written ker(«), and sometimes just ker «, is defined by

ker(a) = {(a,b) € A% : a(a) = a(b)}.

Theorem 6.8. Let o : A — B be a homomorphism. Then ker(«) is a congruence
on A.

PROOF. If (a;, b;) € ker(a) for 1 < i < mand f is n-ary in .%, then

afay,. .. a,) = fBlaay,. .. aa)
= B(aby, ..., aby)
= af(by,...,bn);

hence
<fA(a1, ceeylp), fA(bl, . ,bn)> € ker(a).

Clearly ker(«) is an equivalence relation, so it follows that ker(«) is actually a
congruence on A. O]
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When studying groups it is usual to refer to the kernel of a homomorphism as
a normal subgroup, namely the inverse image of the identity element under the
homomorphism. This does not cause any real problems since we have already
pointed out in §5 that a congruence on a group is determined by the equivalence
class of the identity element, which is a normal subgroup. Similarly, in the study
of rings one refers to the kernel of a homomorphism as a certain ideal.

We are now ready to look at the straightforward generalizations to abstract
algebras of the homomorphism and isomorphism theorems usually encountered in
a first course on group theory.

Definition 6.9. Let A be an algebra and let & € Con A. The natural map
vg : A — A/ is defined by vp(a) = a/f. (When there is no ambiguity we write
simply v instead of v.) Figure 11 shows how one might visualize the natural map.

A/f

Figure 11

Theorem 6.10. The natural map from an algebra to a quotient of the algebra is
an onto homomorphism.

PROOF. Let € Con A and let v : A — A/6 be the natural map. Then for f an
n-ary function symbol and a1, ..., a, € A we have

Z/fA(al,...,an) = fA(al,...,an)/O
= fA/e(al/Qw"aan/O)

= fA/e(Val, ce V),

so v is a homomorphism. Clearly v is onto. O
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Definition 6.11. The natural homomorphism from an algebra to a quotient of the
algebra is given by the natural map.

Theorem 6.12 (Homomorphism Theorem). Suppose o : A — B is a homomor-
phism onto B. Then there is an isomorphism (3 from A/ker(«) to B defined by
a = [ o v, where v is the natural homomorphism from A to A/ker(a). (See
Figure 12).

A B

A/ker o

Figure 12

PROOEF. First note that if & = ov then we must have 5(a/0) = a(a). The second
of these equalities does indeed define a function 3, and 3 satisfies a = (o v.
It is not difficult to verify that 3 is a bijection. To show that /3 is actually an

isomorphism, suppose f is an n-ary function symbol and a1, ..., a, € A. Then
5(fA/9(a’1/97 coe 7an/9)) = B(fA(ab oo 70/71)/9)
= afay,...,a,)
= fP(aay,. .., aay)
= 2(B(ar/0), ..., Blan/0)). 0

Combining Theorems 6.5 and 6.12 we see that an algebra is a homomorphic
image of an algebra A iff it is isomorphic to a quotient of the algebra A. Thus
the “external” problem of finding all homomorphic images of A reduces to the
“internal” problem of finding all congruences on A. The homomorphism theorem
is also called “the first isomorphism theorem”.
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Definition 6.13. Suppose A is an algebra and ¢, 8 € Con A with § < ¢. Then let

¢/0 = {(a/0,b/0) € (A/6)” : {a,b) € H}.
Lemma 6.14. If ¢,0 € Con A and 6 S ¢, then ¢/0 is a congruence on A /0.

PROOF. Let f be an n-ary function symbol and suppose {a;/0,b;/0) € ¢/0, for
1 < ¢ < n. Then {a;, b;y € ¢ (Why?), so

(A (ar,. .. an), [A(01,. .., bn)) € 6,
(A (ar, - an) /0, f2 (b1, ..., by)/0) € $/6.

From this it follows that

(A9 an )8, .. an/8), FA9(01/9, ... ba/0) € ¢/6. O

and thus

Theorem 6.15 (Second Isomorphism Theorem). If ¢, 0 € Con A and 6 S ¢, then
the map

a: (Af0)/(s/0) = A/¢

a((a/0)/(6/0)) = a/é
is an isomorphism from (A/6) /(¢/0) to A/¢. (See Figure 13.)

defined by

dashed lines for equivalence

r-—m——r—-=-

B T DR

O /:/ classes of ¢

IR

: i \1:\ dotted and dashed lines for

equivalence classes -t Z" -1 equivalence classes of
of ¢/0
\I |

O O/0O0O004d

ooOnoogog

e —— —

[ L O O o

ooloooo —

OO0O0000

Oo0O00dd Al

(A/0)/(¢/9)

Figure 13



48 II The Elements of Universal Algebra

PROOF. Let a, b € A. Then from

(a/0)/(6/0) = (b/0)/(¢/0) iff a/¢=b/¢

it follows that « is a well-defined bijection. Now, for f an n-ary function symbol
and a1, ...,a, € A we have

af A0 (a1/0)/(6/0), .. ., (an/0)/(/0)]
= a(fM(ar/0, ..., an/0)/(¢/0))
= a((f*a1, -, an)/0)/(¢/6))
= fA(al, ceyan)/@
= fA%(a1/9, ... an/d)
= [A[a((a1/60)/(8/9)), - - - a((an/0)/($/0))],

SO « is an isomorphism. Ul

Definition 6.16. Suppose B is a subset of A and 6 is a congruence on A. Let
B ={ae A: Bna/f# D} Let BY be the subalgebra of A generated by BY.
Also define 6 | 5 to be 8 N B2, the restriction of § to B. (See Figure 14, where the
dashed-line subdivisions of A are the equivalence classes of 6.)

| | | | N N N
Voo BG
————————— Tt =
_Jl__l : : | | |A/_:7/_/
| T 1 B
T I IR R N T N R
Nl
| L
- —— 4T -7 ==t A
I e el B
Coororo !
! I I I | | | |

Figure 14

Lemma 6.17. If B is a subalgebra of A and 6 € Con A, then

(a) The universe ofBe is BY.

(b) 81 is a congruence on B.

PROOF. Suppose f is an n-ary function symbol. For (a) let ay, ..., a, € BY. Then
one can find by, ..., b, € B such that

{a;, by €0, 1<i<n,
hence

(A ar, ... an), fA(b1, .. ba)) €0,

SO
fAay,...,a,) € B,
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Thus BY is a subuniverse of A.. Next, to verify that # | 5 is a congruence on B is
straightforward. O]

Theorem 6.18 (Third Isomorphism Theorem). If B is a subalgebra of A and
6 € Con A, then (see Figure 15)
B/9 lpx B9/9 rB(’ .

e B e O O O
0o4odoD - O0O0O0O
00O O 0 L] OO OO O
[ e B e R ] O 0O O

B/9|\B B9/9|\Bt9

Figure 15

PROOF. We leave it to the reader to verify that the map « which is defined by
a(b/01) = b/0| ge gives the desired isomorphism. 0

The last theorem in this section will be quite important in the subsequent study
of subdirectly irreducible algebras. Before looking at this theorem let us note that
if L is a lattice and a, b € L with a < b then the interval [a, b] is a subuniverse of
L.

Definition 6.19. For [a, b] a closed interval of a lattice L, where a < b, let [a, b]
denote the corresponding sublattice of L.

Theorem 6.20 (Correspondence Theorem). Let A be an algebra and let 6 €
Con A. Then the mapping « defined on [0,V 4] by

a(p) = ¢/0

is a lattice isomorphism from [0,V 4] to Con A /0, where [0,V 4] is a sublattice
of Con A. (See Figure 16.)

PROOF. To see that «v is one-to-one, let ¢,1 € [0,V 4] with ¢ # 1. Then,
without loss of generality, we can assume that there are elements a,b € A with
{a,by € ¢ — 1. Thus

(a/0,b/0) € (¢/0) — (1/0),
o)

a(¢) # a(y).



50 II The Elements of Universal Algebra

Y

ConA/6

Figure 16

To show that « is onto, let ¢ € Con A /6 and define ¢ to be ker(v14). Then
fora,be A,

(a/0,0/0) € ¢/0
iff {a,bye ¢
iff  {a/0,b/0) €,

¢/0 = .
Finally, we will show that « is an isomorphism. If ¢, € [0,V 4] then it is clear

that
P

iff  ¢/0< /b
iff ap S arh. ]

SO

One can readily translate 6.12, 6.15, 6.18, and 6.20 into the (usual) theorems
used in group theory and in ring theory.

EXERCISES §6
1. Show that, under composition, the endomorphisms of an algebra form a monoid, and
the automorphisms form a group.

2. Translate the isomorphism theorems and the correspondence theorem into results about
groups [rings], replacing congruences by normal subgroups [ideals].

3. Show that a homomorphism « is an embedding iff ker o« = A.

4. If 0 € Con A and Con A is a modular [distributive] lattice then show Con A/ is
also a modular [distributive] lattice.

5. (Theorem A) Let & : A — B be a homomorphism, and X € A. Show that {a, b) €
O(X) = {aa,aby € O(aX).

6. (Theorem B) Given two homomorphisms«: A — Band 5 : A — C,ifker § C ker «
and £ is onto, show that there is a homomorphism v : C — B such that « = y o 5.
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§7 Direct Products, Factor Congruences, and
Directly Indecomposable Algebras

The constructions we have looked at so far, namely subalgebras and quotient
algebras, do not give a means of creating algebras of larger cardinality than what
we start with, or of combining several algebras into one.

Definition 7.1. Let A; and A, be two algebras of the same type .#. Define the
(direct) product A1 x As to be the algebra whose universe is the set A1 x Ao, and
such that for f € .%,, and a; € A, a, € Ay, 1 <i < n,

fA1><A2 (<a1,a'1>, . 7<amaln>) = <fA1(a,1, e ,an),fAQ(allv s 7a;L)>'

In general neither A1 nor As is embeddable in A; x Aj, although in special
cases like groups this is possible because there is always a trivial subalgebra.
However, both A; and As are homomorphic images of A x Ao.

Definition 7.2. The mapping
7TZ‘ZA1><A2—>AZ‘, iE{l,Q},

defined b
Y mi({a1, a2)) = aj,

is called the projection map on the ith coordinate of Ay x As.
Theorem 7.3. For i = 1 or 2 the mapping 7; : A1 x Ay — A; is a surjective

homomorphism from A = Ay x Ag to A,. Furthermore, in Con A x As we
have

(a) kerm nkermy = A,
(b) ker w1 and ker o permute, and
(c) kerm v kermy = V.

PROOF. Clearly 7; is surjective. If f € .%,, and a; € A;,a; € Az, 1 < i < n,
then

m(fA(<a1,a'1>, . ,<an,a;>)) = 7r1(<fA1(a1,...,an),fAQ(all,...,a;)»
zfAl(al,...jan)

= fA1 (7r1(<a1’ a/1>)v RN (<an7 a,n>))v

so 71 is a homomorphism; and similarly 7o is a homomorphism.

Now
<<CL1, CL2>, <b1; b2>> € ker v
iff mi(a1, az)) = m;({b1,b2))
iff a; = b;.
Thus

ker 1 n ker my = A.
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Also if {ay, az), (b1, be) are any two elements of A; x A, then

<a1, a2> ker 7r1<a1, b2> ker 7T2<b1, bQ>,

SO
V = ker m; o ker ms.

But then ker 7 and ker 7y permute, and their join is V. O

The last half of Theorem 7.3 motivates the following definition.

Definition 7.4. A congruence 6 on A is a factor congruence if there is a congru-

ence 6* on A such that
0no*=A,

0vor=V,
and .
0 permutes with 0*.

The pair 6, 8% is called a pair of factor congruences on A.

Theorem 7.5. If 0,0 is a pair of factor congruences on A, then
A=A/ x A"

ala) = {a/0, a/0*.

under the map

PROOF. If a,b € A and

afa) = a(b)
then
a/0 = b/6 and a/f* =b/6%,
SO
{a,by€e b and {a,b) € 6%;
hence

a=b.
This means that « is injective. Next, given a, b € A there is a ¢ € A with

afchd*b;
hence

a(c) = (¢/0,¢/6%)
= {a/0,b/6%),

so « is onto. Finally, for f € %, and aq,...,a, € A,

afA(al, ceylp) = <fA(a1, ceyan)/0, fA(al, .. .,an)/0*>
= (2918, ... a,/0), A (a1/6%, ..., an/6%))
= [AIOXAIE ((a1/0,a1/0%), . .. {an0,an/0%))

*
_ fA/GXA/H (OéCLl, R ,aan)§

hence « is indeed an isomorphism. O]
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Thus we see that factor congruences come from and give rise to direct products.

Definition 7.6. An algebra A is (directly) indecomposable if A is not isomorphic
to a direct product of two nontrivial algebras.

EXAMPLE. Any finite algebra A with |A| a prime number must be directly
indecomposable.

From Theorems 7.3 and 7.5 we have the following.

Corollary 7.7. A is directly indecomposable iff the only factor congruences on
Aare Aand V.

We can easily generalize the definition of A; x As as follows.

Definition 7.8. Let (A;);e; be an indexed family of algebras of type .#. The
(direct) product A = [ [,.; A, is an algebra with universe [ [,.; A; and such that
for fe Zpanday,...,an €] [;e; Ais

fA(al, conan)(i) = fAi(al(i), . ,an(i))

fori e I,i.e., f* is defined coordinate-wise. The empty product [ | @ is the trivial
algebra with universe {(J}. As before we have projection maps

7Tj . H Az i A]’
1€l
for j € I defined by
mj(a) = a(j)
which give surjective homomorphisms
Uy H Al i Aj.
i€l

If I ={1,2,...,n} we also write Aj x --- x A,. If I is arbitrary but A; = A
for all 4 € I, then we usually write A’ for the direct product, and call it a (direct)
power of A. A9 is a trivial algebra.

A direct product [ [,.; A; of sets is often visualized as a rectangle with base I
and vertical cross sections A;. An element a of ]_[ie 1 A; is then a curve as indicated
in Figure 17. Two elementary facts about direct products are stated next.

Theorem 7.9. If A1, Ay, and A3 are of type .F then

(a) A1 X Ag = Ay x Aj under a({ay,as)) = {as,a1).
(b) A1 x (Ag x As) = A x Ay x Ag under a(<a1,<a2,a3>>) ={ay,az,as).

PROOF. (Exercise.) O
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Figure 17

In Chapter IV we will see that there is up to isomorphism only one nontrivial
directly indecomposable Boolean algebra, namely a two-element Boolean algebra,
hence by cardinality considerations it follows that a countably infinite Boolean
algebra cannot be isomorphic to a direct product of directly indecomposable
algebras. On the other hand for finite algebras we have the following.

Theorem 7.10. Every finite algebra is isomorphic to a direct product of directly
indecomposable algebras.

PROOF. Let A be a finite algebra. If A is trivial then A is indecomposable. We
proceed by induction on the cardinality of A. Suppose A is a nontrivial finite
algebra such that for every B with |B| < | A| we know that B is isomorphic to a
product of indecomposable algebras. If A is indecomposable we are finished. If
not, then A = A; x Ay with 1 < |A;], |A2]|. Then, |A;|, |A2| < |A|, so by the
induction hypothesis,

A =By x--- x By,
Ay, = Cy x - x Cp,

where the B; and C; are indecomposable. Consequently,

A~B; x---xB,,xCy x---xC,. 0

Using direct products there are two obvious ways (which occur a number of
times in practice) of combining families of homomorphisms into single homomor-
phisms.

Definition 7.11. (i) If we are given maps «; : A — A;,i € I, then the natural
map
a:A— H A;
i€l
is defined by
(a)(i) = a4a.
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(ii) If we are given maps «; : A; — B;, i € I, then the natural map

a:HAiHHBZ'

i€l iel

is defined by

Theorem 7.12. (a) If a; : A — A;, © € I, is an indexed family of homomor-
phisms, then the natural map o is a homomorphism from A to A* = [[..; As.

®) Ifa; : A; — By, i € 1, is an indexed family of homomorphisms, then the

natural map o is a homomorphism from A* = [[,.; A; to B* = [],.; Ba.

PROOF. Suppose a; : A — A; is a homomorphism for ¢ € I. Then for

ai,...,an € Aand f € %, we have, fori € I,
(afA(al, e ,an))(i) = aifA(al, ceeyQp)

= fA"(aial, e QGan)

= A ((ea1) (i), - .., (aan)(i))

= fA*(aal, oo aan)(i);
hence

afA(al, ceyap) = fA* (aay,...,aay),

so « is indeed a homomorphism in (a) above. Case (b) is a consequence of (a)
using the homomorphisms «; o ;. O

Definition 7.13. If a1,a2 € Aand o : A — B is a map we say « separates a1
and ay if
aa| # aas.

The maps «; : A — A;,i € I, separate points if for each a1, as € A with a1 # as
there is an «; such that
a;(ar) # ai(az).

Lemma 7.14. For an indexed family of maps «; : A — A;, i € I, the following
are equivalent:

(a) The maps «; separate points.

(b) «v is injective (« is the natural map of 7.11(a)).
(©) Nies kera; = A.

PROOF. (a) = (b): Suppose a1, as € A and a1 # ao. Then for some 17,
ai(ar) # a;(ag);

hence
(aa1)(i) # (caz)(i)
aa) # oas.
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(b) = (¢): For a1, as € A with a1 # ag, we have

a1 # aa;
hence

(aar)(i) # (aaz)(i)

for some i, so
a;aq # ;a9

for some 7, and this implies
{a1,a2) ¢ ker o,

o)
ﬂ ker o; = A.

i€l
(c) = (a): For ay, as € A with a; # as,
{ar,a2) ¢ ﬂ ker o;
i€l
so, for some ¢,
{a1,az) ¢ ker a;

hence
;a1 F 0;09. 0

Theorem 7.15. If we are given an indexed family of homomorphisms c; : A —
A, i € I, then the natural homomorphism o : A — | [..; A; is an embedding iff
(e ker a; = A iff the maps ; separate points.

el

PrROOF. This is immediate from 7.14. O

EXERCISES §7

1. If 6,0* € Con A show that they form a pair of factor congruences on A iff § n 6* = A
andfo6* =V.

2. Show that (Con A;) x (Con A;) can be embedded in Con A; x As.
3. Give examples of arbitrarily large directly indecomposable finite distributive lattices.

4. If Con A is a distributive lattice show that the factor congruences on A form a
complemented sublattice of Con A.

5. Find two algebras A1, As such that neither can be embedded in A; x As.

§8  Subdirect Products, Subdirectly Irreducible Algebras,
and Simple Algebras

Although every finite algebra is isomorphic to a direct product of directly inde-
composable algebras, the same does not hold for infinite algebras in general. For
example, we see that a denumerable vector space over a finite |
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field cannot be isomorphic to a direct product of one-dimensional spaces by merely
considering cardinalities. The quest for general building blocks in the study of
universal algebra led Birkhoff to consider subdirectly irreducible algebras.

Definition 8.1. An algebra A is a subdirect product of an indexed family (A;);er
of algebras if

() A <] Ai
and
(ii) m;(A) = A, foreach i € I.

An embedding o : A — []
the A;.

i1 A is subdirect if a(A) is a subdirect product of

Note that if I = () then A is a subdirect product of O iff A = [[ O, a trivial

algebra.

Lemma 8.2. [f6; € Con A fori € I and ()
homomorphism

ier Vi = A, then the natural
v:A— H A/6;
el
defined by
v(a)(i) = a/0;

is a subdirect embedding.

PROOF. Let v; be the natural homomorphism from A to A/6; for i € I. As
ker v; = 6;, it follows from 7.15 that v is an embedding. Since each v; is surjective,
v is a subdirect embedding. ]

Definition 8.3. An algebra A is subdirectly irreducible if for every subdirect
embedding
a:A— H A,
i€l
there is an ¢ € I such that
moa:A—A;

is an isomorphism.

The following characterization of subdirectly irreducible algebras is most
useful in practice.

Theorem 8.4. An algebra A is subdirectly irreducible iff A is trivial or there is a
minimum congruence in Con A — {A}. In the latter case the minimum element is
((Con A — {A}), a principal congruence, and the congruence lattice of A looks
like the diagram in Figure 18.

PROOF. (=) If A is not trivial and Con A — {A} has no minimum element then
(1(Con A — {A}) = A. Let [ = Con A — {A}. Then the natural map |


apizzotti
Note
See Notes.

apizzotti
Note
See Notes.
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/_~NConA - {a})

Figure 18

a: A — []ye; A/0 is a subdirect embedding by Lemma 8.2, and as the natural
map A — A/f is not injective for 6 € I, it follows that A is not subdirectly
irreducible.

(<) If Ais trivial and o : A — [],.; A; is a subdirect embedding then
each A; is trivial; hence each m; o « is an isomorphism. So suppose A is not
trivial, and let # = (] (Con A — {A}) # A. Choose {a,by € 0, a # b. If
a: A — [ [,c; A; is a subdirect embedding then for some i, («a)(i) # (ab)(i);
hence (m; 0 a)(a) # (m; 0a)(b). Thus (a, by ¢ ker(m; o) so 6 & ker(m; o). But
this implies ker(m;oa) = A, somjoar : A — A, is an isomorphism. Consequently
A is subdirectly irreducible.

If Con A — {A} has a minimum element 6 then for a # b and {a, b) € 0 we
have ©(a,b) < 6, hence § = O(a, b). O

Using 8.4, we can readily list some subdirectly irreducible algebras.

EXAMPLES. (1) A finite Abelian group G is subdirectly irreducible iff it is cyclic
and |G| = p™ for some prime p.

(2) Given a prime number p, the Priifer p-group Z,=, the group of p"th roots
of unity, n € w, is subdirectly irreducible.

(3) Every simple group is subdirectly irreducible.

(4) A vector space over a field F' is subdirectly irreducible iff it is trivial or
one-dimensional.

(5) Any two-element algebra is subdirectly irreducible.

A directly indecomposable algebra need not be subdirectly irreducible—for
example, a three-element chain as a lattice. But the converse does indeed hold.

Theorem 8.5. A subdirectly irreducible algebra is directly indecomposable.

PROOF. Clearly the only factor congruences on a subdirectly irreducible algebra are
A and V, so by 7.7 such an algebra is directly indecomposable. ]

Theorem 8.6 (Birkhoff). Every algebra A is isomorphic to a subdirect product of
subdirectly irreducible algebras (which are homomorphic images of A).
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PROOF. As trivial algebras are subdirectly irreducible we only need to consider the
case of nontrivial A. For a,b € A with a # b we can find, using Zorn’s lemma, a
congruence 0, ; on A which is maximal with respect to the property {a, b) & 0.
Then clearly ©(a, b) v 6, is the smallest congruence in [0, 5, V| — {64}, so by
6.20 and 8.4 we see that A /6, ;, is subdirectly irreducible. As ({0, : a # b} = A
we can apply 8.2 to show that A is subdirectly embeddable in the product of the
indexed family of subdirectly irreducible algebras (A /8,p)a-b- ]

An immediate consequence of 8.6 is the following.

Corollary 8.7. Every finite algebra is isomorphic to a subdirect product of a finite
number of subdirectly irreducible finite algebras.

Although subdirectly irreducible algebras do form the building blocks of
algebra, the subdirect product construction is so flexible that one is often unable
to draw significant conclusions for a class of algebras by studying its subdirectly
irreducible members. In some special yet interesting cases we can derive an
improved version of Birkhoff’s theorem which permits a much deeper insight—
this will be the theme of Chapter I'V.

Next we look at a special kind of subdirectly irreducible algebra. This definition
extends the usual notion of a simple group or a simple ring to arbitrary algebras.

Definition 8.8. An algebra A is simple if Con A = {A,V'}. A congruence 6 on
an algebra A is maximal if the interval [0, V'] of Con A has exactly two elements.

Many algebraists prefer to require that a simple algebra be nontrivial. For our
development, particularly for the material in Chapter IV, we find the discussion
smoother by admitting trivial algebras.

Just as the quotient of a group by a normal subgroup is simple and nontrivial
iff the normal subgroup if maximal, we have a similar result for arbitrary algebras.

Theorem 8.9. Let 6 € Con A. Then A /0 is a simple algebra iff 0 is a maximal
congruence on A or 9 = V.

PROOF. We know that
Con A/0 =~ [0,V 4]

by 6.20, so the theorem is an immediate consequence of 8.8. ]

REFERENCE

1. G. Birkhoff [1944]
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EXERCISES §8

1. Represent the three-element chain as a subdirect product of subdirectly irreducible
lattices.

2. Verify that the examples following 8.4 are indeed subdirectly irreducible algebras.

3. (Wenzel). Describe all subdirectly irreducible mono-unary algebras. [In particular show
that they are countable.]

4. (Taylor). Let A be the set of functions from w to {0, 1}. Define the bi-unary algebra
(A, f, g) by letting
fla)(@) = a(i+1)
g(a)(i) = a(0).

Show that A is subdirectly irreducible.

5. (Taylor). Given an infinite cardinal A show that one can construct a unary algebra A of
size 2* with \ unary operations such that A is subdirectly irreducible.

6. Describe all subdirectly irreducible Abelian groups.

7. If S is a subdirectly irreducible semilattice show that |S| < 2. (Use §5 Exercise 9.)
Hence show that every semilattice is isomorphic to a semilattice of the form (A, n),
where A is a family of sets closed under finite intersection.

8. A congruence 6 on A is completely meet irreducible if whenever 6 = (,_; 0;,0; €
Con A, we have 6 = 0;, for some i € I. Show that A /6 is subdirectly irreducible iff 6
is completely meet irreducible. (Hence, in particular, A is subdirectly irreducible iff A
is completely meet irreducible.)

9. If H = (H, v, A,—,0,1) is a Heyting algebra and a € H define 6, = {{b,c) €
H?:(b—c) A (c—b) = a}. Show that 6, is a congruence on H. From this show
that H is subdirectly irreducible iff |H| = 1 or there is an element e # 1 such that
b#l=0b<eforbe H.

10. Show that the lattice of partitions {JI(A), <) of a set A is a simple lattice.

11. (Theorem) If A is an algebra and f; € Con A, i€ I,let 6§ = .., 6;. Show that A /60
can be subdirectly embedded in [ [,.; A/0;.

iel

§9 Class Operators and Varieties

A major theme in universal algebra is the study of classes of algebras of the same
type closed under one or more constructions.

Definition 9.1. We introduce the following operators mapping classes of algebras
to classes of algebras (all of the same type):

A e I(K) iff A is isomorphic to some member of K
A € S(K) iff A is a subalgebra of some member of K
A e H(K) iff A is a homomorphic image of some member of K
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A e P(K) iff A is a direct product of a nonempty family of algebras in K
A e Pg(K) iff A is a subdirect product of a nonempty family of algebras in .

If O; and O, are two operators on classes of algebras we write 0105 for the
composition of the two operators, and < denotes the usual partial ordering, i.e.,
01 < 07 if O1(K) € Oy(K) for all classes of algebras K. An operator O is
idempotent if O = O. A class K of algebras is closed under an operator O if
O(K)< K.

Our convention that P and Pg apply only to non-empty indexed families of
algebras is the convention followed by model theorists. Thus for any operator O
above, O(Q) = (). Many algebraists prefer to include | [ @, guaranteeing that
P(K) and Ps(K) always contain a trivial algebra. However this leads to problems
formulating certain preservation theorems—see V§2. For us [ | @ is really used
only in IV§1, §5 and §7.

Lemma 9.2. The following inequalities hold: SH < HS, PS < SP, and
PH < HP. Also the operators, H, S, and I P are idempotent.

PROOEF. Suppose A € SH(K). Then for some B € K and onto homomorphism
a:B — C,wehave A < C. Thus o '(A) < B, and as a(a '(A)) = A, we
have A € HS(K).

If A e PS(K) then A = [],.; A; for suitable A; < B; € K, i € I. As
[Tie; Ai < Jl,e;Bi, we have A € SP(K).

Next if A € PH(K), then there are algebras B; € K and epimorphisms
a; : B; = A;such that A = [[,.; A;. Itis easy to check that the mapping
a: | ],e; Bi = | [;ef Aq defined by o(b)(i) = c;(b(7)) is an epimorphism; hence
A € HP(K).

Finally it is a routine exercise to verify that H? = H, etc. O

Definition 9.3. A nonempty class K of algebras of type .% is called a variety if it
is closed under subalgebras, homomorphic images, and direct products.

As the intersection of a class of varieties of type .# is again a variety, and as
all algebras of type .# form a variety, we can conclude that for every class K of
algebras of the same type there is a smallest variety containing K.

Definition 9.4. If K is a class of algebras of the same type let V' (K') denote the
smallest variety containing K. We say that V' (K) is the variety generated by K. If
K has a single member A we write simply V (A). A variety V' is finitely generated
if V= V(K) for some finite set K of finite algebras.

Theorem 9.5 (Tarski). V = HSP.

PROOF. Since HV = SV = IPV = V and I < V it follows that HSP
HSPV = V. From Lemma 9.2 we see that H(HSP) = HSP,S(HSP)
HSSP = HSP, |

<
<
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and P(HSP) < HPSP < HSPP < HSIPIP = HSIP < HSHP <
HHSP = HSP;hence for any K, HSP(K) is closed under H, S, and P. As
V(K) is the smallest class containing K and closed under H, S, and P, we must
have V = HSP. [l

Another description of the operator V' will be given at the end of §11. The
following version of Birkhoff’s Theorem 8.6 is useful in studying varieties.

Theorem 9.6. [f K is a variety, then every member of K is isomorphic to a
subdirect product of subdirectly irreducible members of K.

Corollary 9.7. A variety is generated by its subdirectly irreducible members.

REFERENCES

1. E. Nelson [1967]
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EXERCISES §9

1. Show that ISP(K) is the smallest class containing K and closed under I, S, and P.
2. Show HS # SH, HP # IPH, ISP # IPS.

3. Show ISPHS # ISHPS # IHSP.
4

. (Pigozzi). Show that there are 18 distinct class operators of the form /O; - - - O,, where
O,€{H,S,P}forl <i<n.

5. Show that if V has the CEP (see §5 Exercise 10) then for K € V, HS(K) = SH(K).

§10 Terms, Term Algebras, and Free Algebras

Given an algebra A there are usually many functions besides the fundamental
operations which are compatible with the congruences on A and which “preserve’
subalgebras of A. The most obvious functions of this type are those obtained by
compositions of the fundamental operations. This leads us to the study of terms.

B

Definition 10.1. Let X be a set of (distinct) objects called variables. Let % be a
type of algebras. The set T(X) of terms of type . over X is the smallest set such
that

() X u.F C T(X).
() If p1,...,pn € T(X) and f € .%, then the “string” f(p1,...,pn) € T(X).
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Note that T'(X) # O iff X u %y # . For a binary function symbol - we
usually prefer p; - pa to +(p1, p2). For p € T'(X) we often write p as p(x1, ..., Z,)
to indicate that the variables occurring in p are among x1,...,T,. A term p is
n-ary if the number of variables appearing explicitly in p is < n.

EXAMPLES. (1) Let .# consist of a single binary function symbol -, and let
X = {z,y, z}. Then
T, Y, 2, T Y, Yz, (Y- 2), and (z-y)- 2

are some of the terms over X.

(2) Let .# consist of two binary operation symbols + and -, and let X be as
before. Then

T, Yy, 2, £+ (y + 2), and (z - y) + (- 2)

are some of the terms over X.

(3) The classical polynomials over the field of real numbers R are really the
terms as defined above of type .# consisting of +, -, and — together with a nullary
function symbol r for each r € R.

In elementary algebra one often thinks of an n-ary polynomial over R as a
function from R" to R for some n. This can be applied to terms as well.

Definition 10.2. Given a term p(z1,...,xz,) of type .# over some set X and
given an algebra A of type .# we define a mapping p® : A" — A as follows:

(1) if p is a variable x;, then

p™(

al?"'aan) = a
forai,...,an € A, ie., p? is the ith projection map;

(2) if p is of the form f(pl(ml, ces @)y ey pE(T, ,mn)), where f € 7},
then
p

In particular if p = f € .% then p® = fA. We say p? is the term function on A
corresponding to the term p. (Often we will drop the superscript A).

A(al,...,an) = fA(p‘lA(al,...,an),...,pkA(al,...,an)).

The next theorem gives some useful properties of term functions, namely they
behave like fundamental operations insofar as congruences and homomorphisms
are concerned, and they can be used to describe the closure operator Sg of §3 in a
most efficient manner.

Theorem 10.3. For any type .F and algebras A,B of type F we have the
following.

(a) Let p be an n-ary term of type F , let 6 € Con A, and suppose {a;,b;) € 0
forl < i< n. Then

p2ay, ... a,)0p™(by,. .. by).
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(b) If p is an n-ary term of type % and o : A — B is a homomorphism, then
ap™(ay,...,an) = pP(aay,. .., aay)
foray,...,a, € A.
(¢c) Let S be a subset of A. Then

Sg(S) = {pA(al,...,an) i pisan n-ary term of type F, n < w, and ay, ... ,a, € S}.

PROOEF. Given a term p define the length [(p) of p to be the number of occurrences
of n-ary operation symbols in p for n > 1. Note that [(p) = 0iff pe X U .%.

(a) We proceed by induction on I(p). If {(p) = 0, then either p = z; for some
i, whence

pMar, .. an),p™ (b, ..., b)) = (ai,bi) € 6

or p = a for some a € %y, whence
<pA(a1, ... ,an),pA(bl, .. ,bn)> = <aA, aA> €.

Now suppose [(p) > 0 and the assertion holds for every term ¢ with [(q) < I(p).
Then we know p is of the form

f(pl(xl,...,:cn),...,pk(:cl,...,xn)),

and as I(p;) < l(p) we must have, for 1 < i < k,

<pzA(a1,..., ) D; bl,... >€9
hence

<fA(p{&(a1, ceeylp)y . ,p?(al, .. .,an)),fA(p‘lA(bl, cesbn)y ,pkA(bl, . ,bn))> €0,

and consequently
<pA(a1,..., ), bl,... >€9

(b) The proof of this is an induction argument on I(p).
(c) Referring to §3 one can give an induction proof, for k > 1, of
E*(S) < {pA(ay,...,a,) : pis an n-ary term, l(p) < k, n < w, ay,...,an € S}.

Furthermore the right side is always  Sg(.S) since an easy induction argument
shows that every subuniverse B of A is closed under the term functions of A. Thus

= U Ek(S) = {pA(al,...,an) D pisann-ary term, n < w,ai, ..., 0, € S}.
k<o 0

One can, in a natural way, transform the set 7'(X) into an algebra.

Definition 10.4. Given.# and X, if T'(X) # O then the term algebra of type .F
over X, written T'(X), has as its universe the set 7'(X ), and the fundamental |
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operations satisfy

FT pr, ey o F(1,- - pn)

for f € #,and p; € T(X), 1 <i < n. (T(0) exists iff Fy # O.)

Note that T(X) is indeed generated by X . Term algebras provide us with the
simplest examples of algebras with the universal mapping property.

Definition 10.5. Let K be a class of algebras of type .# and let U(X) be an
algebra of type . which is generated by X. If for every A € K and for every map

a: X - A
there is a homomorphism
B:UX)—- A

which extends « (i.e., 5(z) = «afx) for x € X), then we say U(X) has the
universal mapping property for K over X, X is called a set of free generators of
U(X), and U(X) is said to be freely generated by X.

Lemma 10.6. Suppose U(X) has the universal mapping property for K over X.
Then if we are given A € K and o : X — A, there is a unique extension 3 of o
such that 3 is a homomorphism from U(X) to A.

PROOF. This follows simply from noting that a homomorphism is completely
determined by how it maps a set of generators (see 6.2) from the domain. O

The next result says that for a given cardinal m there is, up to isomorphism,
at most one algebra in a class K which has the universal mapping property for K
over a set of free generators of size m.

Theorem 10.7. Suppose U1(X1) and Uy(X5) are two algebras with the universal
mapping property for K over the indicated sets. If U1(X1),Ua(X3) € K and
|X1| = |X2|, then U1(X1) = UQ(XQ).

PROOF. First note that the identity map
’Lj:Xj—>Xj, j=1,2,

has as its unique extension to a homomorphism from U;(X;) to U;(X;) the
identity map. Now let
(07 X1 - X2

be a bijection. Then we have a homomorphism
B : U1 (Xl) d UQ(XQ)
extending o, and a homomorphism

v UQ(XQ) —> Ul(Xl)
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extending o~ 1. As 3 o« is an endomorphism of Uy(X3) extending 1o, it follows
by 10.6 that 3 o y is the identity map on Uy (X3). Likewise 7 o /3 is the identity
map on Uy (X7). Thus § is a bijection, so Uy (X7) = Us(Xa). O

Theorem 10.8. For any type ¥ and set X of variables, where X # O if %y = O,
the term algebra T'(X) has the universal mapping property for the class of all
algebras of type F over X.

PROOF. Let o : X — A where A is of type .% . Define

g:T(X)— A
recursively by
Br = ar

B(f(p17 e 7pn)) = fA(Bpla e 76pn)

forpi,...,pp € T(X)and f € %,. Then B(p(x1,...,xn)) = p™ (a1, ..., axy,),
and /S is the desired homomorphism extending a. ]

for r € X, and

Thus given any class K of algebras the term algebras provide algebras which
have the universal mapping property for K. To study properties of classes of
algebras we often try to find special kinds of algebras in these classes which yield
the desired information. Directly indecomposable and subdirectly irreducible
algebras are two examples which we have already encountered. In order to find
algebras with the universal mapping property for K which give more insight into
K we will introduce K-free algebras. Unfortunately not every class K contains
algebras with the universal mapping property for K. Nonetheless we will be
able to show that any class closed under 7, .S, and P contains its K -free algebras.
There is reasonable difficulty in providing transparent descriptions of K-free
algebras for most K. However, most of the applications of K-free algebras come
directly from the universal mapping property, the fact that they exist in varieties,
and their relation to identities holding in K (which we will examine in the next
section). A proper understanding of free algebras is essential in our development of
universal algebra—we use them to show varieties are the same as classes defined
by equations (Birkhoff), to give useful characterizations (Mal’cev conditions) of
important properties of varieties, and to show every nontrivial variety contains a
nontrivial simple algebra (Magari).

Definition 10.9. Let K be a family of algebras of type .#. Given a set X of
variables let

P (X) ={¢e€ConT(X): T(X)/¢peIS(K)}.
Define the congruence 6 (X ) on T(X) by

Ok (X) = Px(X).
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Then letting
X = X/0(X),

define F i (X), the K-free algebra over X, by

F (%) = T(X)/0x(X).
For x € X we write T for /0 (X), and for p = p(z1,...,7,) € T(X) we
write p for pP«(X)(Fy, ... ). If X is finite, say X = {a1,... ,icn}, we often

write Fi(Z1,...,7,) for Fg(X). Frx(X) is the universe of F (X).

Remarks.

(1) F g (X)) exists iff T(X) exists iff X # O or Zy # O, that is, iff X u.%y # 0.
(2) If Fx(X) exists, then X is a set of generators of Fx(X) as X generates
T(X).

(3) If F#y # O, then the algebra F () is often referred to as an initial object by
category theorists and computer scientists.

(4) If K = @ or K consists solely of trivial algebras, then F ;¢ (X) is a trivial
algebraas O (X) = V.

(5) If K has a nontrivial algebra A and T(X) exists, then X n (z/0x (X)) =
{x} as distinct members x,y of X can be separated by some homomorphism
a:T(X) — A. In this case | X| = | X]|.

(6) If | X| = |Y] and T(X) exists, then clearly Fx(X) =~ Fg(Y) under an
isomorphism which maps X to Y as T(X) =~ T(Y) under an isomorphism

mapping X to Y. Thus F (X) is determined, up to isomorphism, by K and | X|.

Theorem 10.10 (Birkhoff). Suppose T(X) exists, that is, X © Fo # O. Then
F i (X) has the universal mapping property for K over X.

PROOF. Given A € K let a be a map from X to A. Let v : T(X) — Fg(X)
be the natural homomorphism. Then « o ¥ maps X into A, so by the universal
mapping property of T'(X) there is a homomorphism p : T(X) — A extending
(o v) x. From the definition of 5 (X) it is clear that Oy (X) < ker u (as
ker 1 € @ (X)). Thus there is a homomorphism 3 : Fx(X) — A such that
i = o (see Theorem B in §6 Exercise 6) as ker v = 0 (X). But then, for

re X,

B(z) = Bov(x)
= p(x)
= aov(x)

= Oé(f),

so 3 extends a. Thus F i (X) has the universal mapping property for K over X.
O

If F(X) € K then it is, up to isomorphism, the unique algebra in K with
the universal mapping property freely generated by a set of generators of size | X|.
Actually every algebra in K with the universal mapping property for K over some
X is isomorphic to a K -free algebra over X (see Exercise 6).
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EXAMPLES. (1) It is clear that T(X') is isomorphic to the free algebra for the class
K of all algebras of type .# over X since 0 (X) = A. The corresponding free

algebra is sometimes called the absolutely free algebra F(X) of type .%.

(2) Given X let X* be the set of finite strings of elements of X, including the
empty string. We can construct a monoid (X *, -, 1) by defining - to be concatena-
tion, and 1 is the empty string. By checking the universal mapping property one
sees that (X*, -, 1) is, up to isomorphism, the free monoid freely generated by X.

Corollary 10.11. If K is a class of algebras of type .% and A € K, then for

sufficiently large X, A € H(F g (X)).

PROOF. Choose | X| > | A| and let

a: X - A
be a surjection. Then let

B:Fr(X)— A
be a homomorphism extending c. O
In general F(X) is not isomorphic to a member of K (for example, let
K = {L} where L is a two-element lattice; then Fx(Z,7) ¢ I(K)). However

F i (X) can be embedded in a product of members of K.

Theorem 10.12 (Birkhoff). Suppose T(X) exists, that is, X U %y # . Then for

K # O, Fg(X) € ISP(K). Thus if K is closed under I, S, and P, in particular

if K is a variety, then Fi(X) € K.

PROOF. As eK(X) — ﬂ@K(X)

it follows (see §8 Exercise 11) that

Fi(X) = T(X)/0k(X) € IPs({T(X)/0 : 0 € P (X)}),

SO —

Fr(X)e IPsIS(K),
and thus by 9.2 and the fact that Pg < SP,

Fr(X) e ISP(K). -

From an earlier theorem of Birkhoff, Theorem 8.6, we know that if a variety
has a nontrivial algebra in it then it must have a nontrivial subdirectly irreducible
algebra in it. The next result shows that such a variety must also contain a nontrivial
simple algebra.

Theorem 10.13 (Magari). If we are given a variety V with a nontrivial member,
then V contains a nontrivial simple algebra.
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PROOF. Let X = {z,y}, and let

S ={p@) :peT{z}h},

a subset of Fy/(X). First suppose that ©(S) # V in Con Fy (X). Then by Zorn’s
lemma there is a maximal element in [©(S), V| — {V'}. (The key observation for
this step is that for 6 € [©(S), V],

0=V iff (z,y)e.

To see this note that if (Z,7) € 6 and ©(S) < 6, then for any term p(x, y), with
F = Fi/(X) we have

P (3,9) 0" (z,7) O(S) ;
hence § = V.) Let §p be a maximal element in [©(S), V] —{V}. Then Fy (X) /6y
is a simple algebra by 8.9, and itis in V.

If, however, ©(S) = V, then since O is an algebraic closure operator by 5.5,
it follows that for some finite subset Sy of .S we must have (Z,7) € ©(Sp). Let S

be the subalgebra of Fy (X)) with universe S (note that S = Sg({z}) by 10.3(c)).
As V is nontrivial we must have 7 # 7 in Fy/(X), and as (7, 3) € O(S) it follows
that S is nontrivial. Now we claim that Vg = ©(Sy), where © in this case is
understood to be the appropriate closure operator on S. To see this let p(z) € S

and let _

(07 FV (X) — S
be the homomorphism defined by
o) =7
a(y) = p(z).

As

(Z,yy € O(Sy) inFy(X),
it follows from 6.6 (see Theorem A in §6 Exercise 5) that

(Z,p(x)) € O(Sp) inS
Oé(So) = So.

This establishes our claim; hence using Zorn’s lemma we can find a maximal
congruence 6 on S as Vg is finitely generated. Hence S/6 is a simple algebra in

V. O

Let us turn to another application of free algebras.

Definition 10.14. An algebra A is locally finite if every finitely generated subal-
gebra (see §3.4) is finite. A class K of algebras is locally finite if every member of
K is locally finite.

Theorem 10.15. A variety V is locally finite iff

1X| <w=|Fy(X)| <w.
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PROOF. The direction (=) is clear as X generates Fy/(X). For (<) let A be
a finitely generated member of V, and let B = A be a finite set of generators.
Choose X such that we have a bijection

a: X — B.

Extend this to a homomorphism

B:Fy(X)—> A.

As B(Fy (X)) is a subalgebra of A containing B, it must equal A. Thus 3 is

surjective, and as Fy (X)) is finite so is A. ]

Theorem 10.16. Let K be a finite set of finite algebras. Then V (K) is a locally
finite variety.

PROOF. First verify that P(K) is locally finite. To do this define an equivalence
relation ~ on T'({x1,...,z,}) by p ~ ¢ if the term functions corresponding to p
and q are the same for each member of K. Use the finiteness conditions to show
that ~ has finitely many equivalence classes. This, combined with 10.3(c), suffices.
It easily follows that V is locally finite since every finitely generated member of
HSP(K) is a homomorphic image of a finitely generated member of SP(K).[]
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EXERCISES §10

1. Let L be the four-element lattice ({0, a, b, 1}, v, A) where 0 is the least element, 1 is
the largest element, and a A b = 0, a v b = 1 (the Hasse diagram is Figure 1(c)). Show
that L has the universal mapping property for the class of lattices over the set {a, b}.

2. Let A = {w, f) be the mono-unary algebra with f(n) = n + 1. Show A has the
universal mapping property for the class of mono-unary algebras over the set {0}.

3. Let p be a prime number, and let Z,, be the set of integers modulo p. Let Z,, be the
mono-unary algebra (Z,, f) defined by f(n) = n+ 1. Show Z, has the universal
mapping property for K over {1}, where K is the class of mono-unary algebras (A, f)
satisfying f?(z) ~ x.

4. Show that the group Z = {(Z, +, —, 0) of integers has the universal mapping property
for the class of groups over {1}.

5. If V is a variety and | X| < |Y| show Fy(X) can be embedded in Fy/(Y)) in a natural
way.

6. If U(X) € K and it has the universal mapping property for K over X, show that

U(X) = Fg(X) under a mapping « such that a(z) = 7.



8§11 Identities, Free Algebras, and Birkhoff’s Theorem 71

7. Show that for any algebra A and a,b € A,0({a,b)) = t*(s'({(p(a,©),p(b,©)) :
p(@,y1,...,yn)isaterm, c1,...,cy € A})) U Ay, where '(Y) =Y U Y forY <
A x A, and where t*( ) is the transitive closure operator, i.e., for Y € A x A, t*(Y)
is the smallest subset of A x A containing Y and closed under ¢. (See the proof of 5.5.)

§11 Identities, Free Algebras, and Birkhoff’s Theorem

One of the most celebrated theorems of Birkhoff says that the classes of algebras
defined by identities are precisely those which are closed under H, S, and P.
In this section we study identities, their relation to free algebras, and then give
several applications, including Birkhoff’s theorem. We have already seen particular
examples of identities, among which are the commutative law, the associative law,
and the distributive laws. Now let us formalize the general notion of an identity,
and what it means for an identity to hold in an algebra A, or in a class of algebras
K.

Definition 11.1 An identity of type .% over X is an expression of the form
p=q

where p,q € T(X). Let Id(X) be the set of identities of type .# over X. An
algebra A of type .# satisfies an identity

(1, xn) = q(T1, ... Tp)
if for every choice of aq, ..., a, € A we have
p2ar, ... an) = ¢™(ay, ... an).

If so then we say that the identity is true in A, or holds in A, and write

A Eplxy,... zy) ~qlx,. .., 20),
or more briefly

AEp=q.
If X is a set of identities, we say A satisfies X, written

AEZ,

if AEp=~gqforeachp ~ qeX.

A class K of algebras satisfies p ~ ¢, written
KkEp~q,

if each member of K satisfies p ~ q. If Y is a set of identities, we say K satisfies
2/, written
KEX,

if K =p~ qforeachp ~ g€ X. Given K and X let
dr(X)={p~qgeld(X): K =p=~qg}.

We use the symbol K for “does not satisfy.”
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We can reformulate the above definition of satisfaction using the notion of
homomorphism.

Lemma 11.2. If K is a class of algebras of type F and p ~ q is an identity of
type F over X, then

KEp~g
iff for every A € K and for every homomorphism o : T(X) — A we have

ap = aq.

PROOF. (=) Letp = p(z1,...,2n), ¢ = q(z1,...,2,). Suppose K = p =~
q, A€ K,and a: T(X) — A is a homomorphism. Then

pA oz, ... amy) = P o, . .., azy,)
= apT (@1, .. zn) = ag"™ (2, .. 2y)
= ap = aq.
(<) For the converse choose A € K and ay,...,a, € A. By the universal

mapping property of T'(X) there is a homomorphism « : T(X) — A such that

ax; = a;, 1<t < n.
But then
p*a1,...,a,) = p™(aa1,...,az,)

= ap

= qA(awh 7043:71)

_ A

=4q (ah -an)7
so K Ep=gq. O

Next we see that the basic class operators preserve identities.

Lemma 11.3. For any class K of type %, all of the classes K, 1(K), S(K),
H(K), P(K) and V (K) satisfy the same identities over any set of variables X.

PROOF. Clearly K and I(K) satisfy the same identities. As

I1<1IS, I <H, and I < IP,
we must have

ld(X) 21dg(ry(X),  Idgx)(X),  and  Idpgx)(X).

For the remainder of the proof suppose
K Ep(z,...,zn) 2 q(z1,. .., Tp).
Thenif B< Ae Kandby,...,b, € B, thenas by,...,b, € A we have

pA(b17 o 7bn) = qA(bla .. 7bn)7
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hence
PP (b1, ... bn) = ¢®(by, ..., bn),
SO
BEp~q
Thus

Idg (X) = Idg(se) (X).

Next suppose a : A — B is a surjective homomorphism with A € K. If

bi,...,b, € B, choose aq,...,a, € A such that
afay) = by, cee alan) = by.
Then
pA(al, ceylp) = qA(al, ceeylp)
implies
apA(al, 7an) - an(a17~--7an)§
hence
pB(b17 7bn) = qB(b17 7bn)
Thus
BEp=~g,
SO

ldg (X) = Idp(x)(X).

Lastly, suppose A; € K fori € I. Then for ay,...,a, € A = [[,c; Ai we

have o : o :
pAl(al(l)a s 7an(l)) = qu(al(Z)a s 7an(l));
hence
p2ar, ..., a0)(0) = ¢™(aq, ..., an) (i)
fori e I, so
pAar,. .. an) = ¢®(a, ..., an).
Thus
Idr(X) = Idp(K)(X).
As 'V = HSP by 9.5, the proof is complete. O

Now we will formulate the crucial connection between K -free algebras and
identities.

Theorem 11.4. Given a class K of algebras of type & and terms p,q € T(X) of
type F we have
KEp~gq

sFr(X)Ep=q
& p=4¢q in FK(Y)
< (p,q) € Ok (X).

PROOF. Let F = Fi(X), p = p(x1,...,2yn), ¢ = q(x1,...,2,), and let

v:T(X)>F
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be the natural homomorphism. Certainly K |= p ~ ¢ implies F = p ~ ¢ as
F € ISP(K). Suppose next that F = p =~ ¢. Then

pF(Tlv cee 7§n) = qF(fh s 7fn)7
hence p = q. Now suppose p = g in F. Then

v(p) =p=17=v(q),

" {(p,qy € kerv = O (X).

Finally suppose (p,q) € 0x(X). Given A € K and ay,...,a, € A choose
a: T(X) — A suchthat ax; = a;, 1 <i < n. Askera € P (X) we have

ker v 2 kerv = 0 (X),

so it follows that there is a homomorphism 5 : F — A such that o = 5 o v (see
86 Exercise 6). Then

a(p) = Bov(p) = Bov(g) = ofq).
Consequently
KEp~gq
by 11.2. L

Corollary 11.5. Let K be a class of algebras of type . , and suppose p, q € T(X).
Then for any set of variables Y with |Y'| = | X | we have

KEp~q iff Fr(Y)Ep=~q.

PROOF. The direction (=) is obvious as F(Y) € ISP(K). For the converse
choose X 2 X such that | Xy| = |Y|. Then

FK(Y()) = FK(?),

and as o
KEp~q iff Fg(Xo)Eprgq
by 11.4 it follows that

KEp=~q iff Fg(Y)Ep=~aq. [

Corollary 11.6. Suppose K is a class of algebras of type F and X is a set of
variables. Then for any infinite set of variables Y,

PROOF. For p ~ q € Idg(X), say p = p(z1,...,2,), ¢ = q(z1,...,2y), We
have p,qg e T({x1,...,2n}). As {z1,...,zn}| < |Y], by 11.5

KEp~q iff Fr(Y)Ep~g,

so the corollary is proved. O
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As we have seen in §1, many of the most popular classes of algebras are defined
by identities.

Definition 11.7. Let X be a set of identities of type .#, and define M (X) to be
the class of algebras A satisfying Y. A class K of algebras is an equational class
if there is a set of identities X' such that K = M (X). In this case we say that K is
defined, or axiomatized, by 3.

Lemma 11.8. If'V is a variety and X is an infinite set of variables, then V =
M(Idy (X)).

PROOF. Let
V' = M(Idy (X)).

Clearly V"' is a variety by 11.3, V/ 2 V, and

Idy/(X) = Idy (X).
So by 11.4,

Fy/(X) = Fy(X).
Now given any infinite set of variables Y, we have by 11.6
Thus again by 11.4,

Oy (Y) = Oy (Y);

hence _ _
Fy/(Y) =Fy(Y).

Now for A € V' we have (by 10.11), for suitable infinite Y,

A€ H(F(Y)):

hence _
Ae HEFy(Y)),

so A€ V;hence V' € V,and thus V' = V. O

Now we have all the background needed to prove the famous theorem of
Birkhoff.

Theorem 11.9 (Birkhoff). K is an equational class iff K is a variety.

PROOF. (=) Suppose

K = M(5).
Then

V(IK) =X
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by 11.3; hence
V(K) < M(X),

V(K) = K,

SO

i.e., K is a variety.
(<) This follows from 11.8. O
We can also use 11.4 to obtain a significant strengthening of 10.12.

Corollary 11.10. Let K be a class of algebras of type F. If T(X) exists, that is
X u %y # O, and K' is any class of algebras such that K € K' € V(K), then

Fro(X) = Fr(X).
In particular if K # O it follows that

PROOF. Since Idi(X) = Idy () (X) by 11.3, it follows that Id (X) = Tdgr(X).
Thus O/ (X) = 0k (X), so Fg(X) = Fg(X). The last statement of the corol-
lary then follows from 10.12. |

So far we know that K -free algebras belong to ISP(K). The next result
partially sharpens this by showing that large K -free algebras are in [ Ps(K).

Theorem 11.11. Let K be a nonempty class of algebras of type .%. Then for
some cardinal m, if | X| = m we have

FK(X) € IPS(K).

PROOF. First choose a subset K* of K such that for any X, Idg«(X) = Idx(X).
(One can find such a K* by choosing an infinite set of variables Y and then
selecting, for each identity p ~ ¢ in Id(Y) — Idx (Y'), an algebra A € K such that
A ¥ p =~ q.) Let m be any infinite upper bound of {|A| : A € K*}. (Since K™ is
a set such a cardinal m must exist.)

Given X let Ui« (X) = {¢ € Con T(X) : T(X)/¢p € I(K*)}. Then
U (X) € Pgx(X), hence [Pk« (X) 2 Ok« (X). To prove equality of these
two congruences for | X| = m suppose {(p,q) ¢ Ox=(X). Then K* ¥ p ~ ¢
by 11.4; hence for some A € K*, A ¥ p ~ q. Ifp = p(z1,...,2,), ¢ =
q(x1,...,2,),choose ar, ..., a, € Asuchthatp®(ay,...,a,) # ¢*(a1,...,a,).
As | X| > |A| we can find a mapping « : X — A which is onto and auz; = a;, 1 <

i < n. Then « can be extended to a surjective homomorphism 3 : Fx(X) — A,

and 3(p) # B(q). Thus (p, q) ¢ ker 3 € g (X), s0 {p,q) ¢ [ Wk (X). Conse-
quently m U (X) = O (X) As FK(X) = Fgx (X) by 11.4, it follows that

Fy(X) = T(X)/[ ¥k (X). Then (see the Theorem in §8 Exercise 11) we have

Fi(X) e IPs(K*) € IPs(K). O
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Theorem 11.12. V = HPg.

PROOF. As

Ps <SP
we have

HPs < HSP =V.

Given a class K of algebras and sufficiently large X, we have

Fy () (X) € IPs(K)
by 11.11; hence
V(K) € HPs(K)
by 10.11. Thus
V = HPs.

REFERENCE

1. G. Birkhoff [1935]

EXERCISES §11

1. Given a type % and a set of variables X and p, g € T'(X) show that T(X) }=p ~ ¢ iff
p = ¢ (thus T(X) does not satisfy any interesting identities).

. If V is a variety and X is infinite, show V = HSP(Fy (X)).
. If X is finite and Idy (X)) defines V does it follow that V = HSP(Fy (X))?
. Describe free semilattices.

. Show that if V = V/(A) then, given X # @, Fy(X) can be embedded in Al4I™' . In
particular if A has no proper subalgebras the embedding is also subdirect.

wn AW N

§12 Mal’cev Conditions

One of the most fruitful directions of research was initiated by Mal’cev in the
1950’s when he showed the connection between permutability of congruences for
all algebras in a variety V' and the existence of a ternary term p such that V' satisfies
certain identities involving p. Properties of varieties characterized by the existence
of certain terms involved in certain identities we will refer to as Mal’cev conditions.
This topic was significantly advanced in the 1970s by Taylor.

Lemma 12.1. Let V be a variety of type %, and let

p(m17"'7xm7y1a"'7yn)7
q(xly"wx’mvyla"'vyn)
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be terms such that in ¥ = Fy (X)), where

X = {xlv"'vxﬂhyla"'?yn}a
we have

<pF(fla e Tms Y1 ayn)7qF(f17 cey Tmy Yps e 7?n)> € 9(?17 s 7?11)

Then
ViEpz,. ..;2m, Y, y) 2 q(T1, . Ty Yy oo YY)

PROOF. The homomorphism

« Fv(fl, e Ty Yp e ,yn) — Fv(fl, ... ,Tm,y)
defined by
o(T;) = T, 1<i<m,
and
O‘(yz):yv I<isn,

is such that

SO
ap(f:l?"‘ 7jm’y1"’ M 7y’n) = aq(jlﬂ‘ * "fm7yl7‘ . 'ayn);
thus
p(jlw"?fm:?v"wy) = Q(flv"'ajmaya“'ay)

inFy(Zi,...,Tm,7y),soby 11.4

V ):p(xlv"'7$m7y7"‘7y) ~ Q(xla"'axﬂ’myr"?y)' l:‘

Theorem 12.2 (Mal’cev). Let V be a variety of type %. The variety V is
congruence-permutable iff there is a term p(x,y, z) such that

VEplz,z,y) ~y
and
V Ep(z,y,y) ~ .

PROOF. (=) If V is congruence-permutable, then in Fy (7,7, Z) we have

(Z,z)e O(T,y) 0Oy, z)
¥ (Z,Zye Oy, z) o O(T, 7).

Hence there is a p(7,7,%z) € Fy(Z, 7, Z) such that

76(5,%) p(7.5.%) O(@.3) %
By 12.1

VEp(x,yy) ~a
and
ViEplr,z,2) ~ 2.
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(<) Let A € V and suppose ¢, 1) € Con A. If

7b o )
say a ¢ cv b, then @bepoy

b=p(c,¢,b)pp(a,c,b)pla,b,b) = a,
SO

(b,ay € ¢po.
potp=1vog.

Thus by 5.9

]
EXAMPLES. (1) Groups (A, -, ~' 1) are congruence-permutable, for let p(z, 3, 2)
bex-y L.z

(2) Rings (R, +,-,—,0) are congruence-permutable, for let p(z,y, z) be
r—y+z.

(3) Quasigroups {Q, /,-,\) are congruence-permutable, for let p(z, y, z) be

(z/(W\y)) - (Y\2).

Theorem 12.3. Suppose V' is a variety for which there is a ternary term M (x, y, z)
such that
ViEMzy) ~M,yz)~ M(y,z,z) ~ x.

Then 'V is congruence-distributive.

PROOF. Let ¢,%, x € Con A, where A € V. If

(a,bye ¢ A (v x)

then {a, b) € ¢ and there exist c1, . .., ¢, such that

aerxes - Pepxb.
But then as

M(a,c;,b) ¢ M(a,c;,a) = a,
for each ¢, we have

a = M(a,a,b) (¢ A1) M(a,c1,b) (¢ A x) M(a,ca,b) ---
M(a,cp,b) (¢ A x) M(a,b,b) =b,
" (@bye (6 Aw) v (6 A ).

This suffices to show

AWV X)=(dAD)vI(AX),
so V' is congruence-distributive. O
EXAMPLE. Lattices are congruence-distributive, for let

M(z,y,z) =(x vy r(zvz)A(yvz).
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Definition 12.4. A variety V is arithmetical if it is both congruence-distributive
and congruence-permutable.

Theorem 12.5 (Pixley). A variety V is arithmetical iff it satisfies either of the
equivalent conditions

(a) There are terms p and M as in 12.2 and 12.3.
(b) There is a term m(x,y, z) such that

VEm(z,y,z) =~ mx,y,y) =~ my,y,z) ~ .

PROOF. If V is arithmetical then there is a term p as V' is congruence-permutable.
Let Fy (7,7, Z) be the free algebra in V freely generated by {Z,7,Z}. Then as

(#,%z)€ 6(,z) n[0(z,) v O(¥,7)]
it follows that
(@, 7)€ [0(z,2) nO(Z,9)] v [6(Z,2) n O7,2)];

hence

(Z,z)e|0(z,z) nO(T,7)] o [O(F,Z) n OF,Z)].
Choose M (%,7,%Z) € Fy(Z,7,z) such that

z[0(Z,2) n O(Z,y)| M(Z,7,2) [O(T,2) n OF,2)]z.

Then by 12.1,
V E M(z,,y) ~ M(z,y,2) ~ M(y,z,2) ~ .

If (a) holds then let m(x,y, z) be p(x, M(x,y, z), z). Finally if (b) holds let
p(z,y, z) be m(zx,y, z) and let M (z,y, z) be m(x,m(z,y, 2), z), and use 12.2
and 12.3. L]

EXAMPLES. (1) Boolean algebras are arithmetical, for let
m(z,y,z) =@ Az)v@ay AZ)v (@ Ay Az).
(2) Heyting algebras are arithmetical, for let
m(z,y,2) = [(z = y) =zl A l(z 2 y) = 2] Az v 2]
Note that 12.3 is not a Mal’cev condition as it is an implication rather than

a characterization. Jénsson discovered a Mal’cev condition for congruence-
distributive varieties which we will make considerable use of in the last chapter.

Theorem 12.6 (Jonsson). A variety V' is congruence-distributive iff there is a
finite n and terms po(x,y, z), . . ., pp(x,y, z) such that V satisfies
pi(z,y,2)  x 0<i<n
po(x,y,z) zx, pn(ﬂv,y,Z) Xz
pi(z,z,y) = piy1(z, z,y) for i even
( ) &

pi(x,y,y) = piti(z,y,y) foriodd.
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PROOF. (=) Since
O(z,z) A [0(x,7) v O(7,2)] = [0(%,%) A OF,7)] v [O(T,Z) A Oy, Z)]
in Fy (7,7, z) we must have
(Z,z2)e |0(Z,2) A O(Z,79)| v |O(%,Z) A O, %)].
Thus for some p1(Z,7,2),...,pn—1(Z, 7y, 2) € Fy(T,y,Z) we have

z|0(7,2) A O(Z,9)] (7,7, 2)
p(T,5,2) [0, Z) A O(y,2)] p2(T, 7, %)

pnfl(f’ Y, Z) [@(f) Z) A 9(@) z)] Z,
and from these the desired equations fall out.
(<) For ¢, 1, x € Con A, where A € V, we need to show
dAWvX)S(@AY)v(dAaX),
so let
(a;by € o A (P v x).

Then {(a, b) € ¢, and for some cy, ..., c; we have
aerx -+ e xb.
From this follows, for 0 < i < n,

pi(aa a, b) ¢pi(a7 C1, b) X pi(av Ct, b) Xpi(av bv b)a
hence

pi(av a, b) (¢ A Tzz)) pi(av C1, b) (¢ A X) Tt pi(aa Ct, b) (¢ A X) pi(a’ b, b)>
pi(av a, b) [(¢ A w) Vv (¢ A X)] pi(aa b, b)v

0 < ¢ < n. Then in view of the given equations, a [(¢ A 1) v (¢ A X)] b, s0 V is
congruence-distributive. ]

SO

By looking at the proofs of 12.2 and 12.6 one easily has the following result.

Theorem 12.7. A variety V is congruence-permutable (respectively, congruence-
distributive) iff ¥y (T,7,Zz) has permutable (respectively, distributive) congru-
ences.

For convenience in future discussions we introduce the following definitions.

Definition 12.8. A ternary term p satisfying the conditions in 12.2 for a variety V'
is called a Mal’cev term for V, a ternary term M as described in 12.3 is a majority
term for V, and a ternary term m as described in 12.5 is called a %-minority term
for V.
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The reader will find Mal’cev conditions for congruence-modular varieties in
Day [1] below.

REFERENCES

. A. Day [1969]

. B. Jénsson [1967]

. Al Mal’cev [1954]
. A.F. Pixley [1963]

. W. Taylor [1973]

O O B S R

EXERCISES §12

1. Verify the claim that Boolean algebras [Heyting algebras] are arithmetical.

2. Let V be a variety of rings generated by finitely many finite fields. Show that V is
arithmetical.

3. Show that the variety of n-valued Post algebras is arithmetical.

4. Show that the variety generated by the six-element ortholattice in Figure 19 is arithmeti-
cal.

0

Figure 19

§13 The Center of an Algebra

Smith [6] introduced a generalization of the commutator for groups to any algebra
in a congruence-permutable variety. Hagemann and Herrmann [3] then showed that
such commutators exist for any algebra in a congruence-modular variety. Using
the commutator one can define the center of such ||
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algebras. Another very simple definition of the center, valid for any algebra, was
given by Freese and McKenzie [1], and we will use it here.

Definition 13.1. Let A be an algebra of type .#. The center of A is the binary
relation Z(A) defined by:
{a,bye Z(A)

iff for every p(z,y1,...,yn) € T(x,y1,...,yn) and forevery c1, ..., cpn, di,...,dy €
A,

pla,ci,...,cn) =pla,di, ... dy) iff p(bycr,....cn) =p(b,di,... dy).

Theorem 13.2. For every algebra A, the center Z(A) is a congruence on A.

PROOF. Certainly Z(A) is reflexive, symmetric, and transitive, hence Z(A)
is an equivalence relation on A. Next let f be an n-ary function symbol, and
suppose {a;, b;y € Z(A), 1 < i < n. Given a term p(x, y1, . . ., Y ) and elements
Cly--vsCmydi, ..., dpy of A, from the definition of Z(A) we have

1!

!

)
)

) = p(f(a,ae,...,a,),
) p(f(bl,ag, e ,an),

p(f(ar,az,. .. a,),
iff p(f(b1,a2,...,an),

Il
Q‘l Q

!

iff p(f(br,-- s bn1,a0),E) = p(f(b1,-- s bn1,a0),d)

iff p(f(br, - 00). @) = p(f (b1, bn). d);
hence S o
p(f(@),¢) = p(f(a),d) iff p(f(b),c)=p(f(b),d),
SO
(flar, ... an), f(b1,...,by)) € Z(A).
Thus Z(A) is indeed a congruence. O

Let us actually calculate the above defined center of a group and of a ring.

EXAMPLE. Let G = (G,-, 71, 1) be a group. If {a, b) € Z(G) then, with the term
p(x,y1,y2) = y1+ = - y2 and ¢ € G, we have

-1

pla,a™t ) = pla,c,a™);

hence

p(b,a " ¢) =p(b,c,a ),
that is,
al-bc=c-b-al.
With ¢ = 1 it follows that

hence for c € G,
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consequently {a, b) is in the congruence associated with the normal subgroup N of
G which is the usual group-theoretic center of G,ie.,, N = {ge G:h-g=g-h
for h € G}.

Conversely, suppose N is the usual group-theoretic center of G. Then for any

term p(z,y1, . - ., Yn) and elements a, b, ¢y, . .., cp, dy, . .., dy € G,ifa-b"! € N,
and if B
p(a,€) = p(a,d)
then
p((a-07")-0,6) = p((a-b7")-b.d),
o)

p(b,@) = p(b,d)
as a - b1 is central. So, by symmetry, if a - b~ € N then
p(a,@) = pla,d) iff p(b,&) = p(b,d),
so {a,b) € Z(G).
Thus
Z(G) = {<a,b>e G?: (a-bil) -c=c- (a-bil) force G}.

EXAMPLE. Let R = (R, +,-,—,0) be a ring. If (r,s) € Z(R) then, for
te R,
(r—r)-t=(—r)-0;

hence replacing the underlined r by s we have
(r—s)-t=0.

Likewise
t-(r—s)=0,

so r — s € Ann(R), the annihilator of R. Conversely, if  — s € Ann(R) and
p(z,y1,...,yn)isatermand cq, ..., cp,d1, .. .,d, € R then from

it follows that
and thus

By symmetry, we have
ZR) ={{r,s):r—se Am(R)}.

Now we return to the fundamental theorem of centrality, namely the characteri-
zation of modules up to polynomial equivalence.

Definition 13.3. Let A be an algebra of type .#. To .%, add symbols a for each
a € A, and call the new type .# 4, and let A 4 be the algebra of type .# 4 which is
just A with a nullary operation corresponding to each element of A. The terms of
type .7 4 are called the polynomials of A. We write p® for pA4. Two |
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algebras A1 = (A, F}) and Ay = (A, Fy), possibly of different types, on the
same universe are said to be polynomially equivalent if they have the same set
of polynomial functions, i.e., for each polynomial p(z1,...,x,) of A; there is a
polynomial ¢(z1,...,xy,) of Ag such that pA1 = ¢®2, and conversely.

The following proof incorporates elegant arguments due to McKenzie and
Taylor.

Theorem 13.4 (Gumm, Hagemann, Herrmann). Let A be an algebra such that
V(A) is congruence-permutable. Then the following are equivalent:

(a) A is polynomially equivalent to a left R-module, for some R.
(b) Z(A) =V 4.

(¢) {{a,a) : a € A} is a coset of a congruence on A x A.

PROOF. (a) = (b): If A is polynomially equivalent to a module, say M =
(M, +,—,0,(fr)rer ), then for every term p(z, y1, ..., yn) of A there is a poly-
nomial

q(xvyla v 7yn) = fr(x) + fm(yl) +oeee f?“n(yn) +m
of M such that

A_ M
p=q" .

Thus for a, b, cq,...,cn,dy,...,d, € A, if

p(CL,Cl,.. . 7cn) :p(aadla"‘7dn)
then

q(a,cr,...,cn) =qla,dy, ... dy);
hence if we subtract f,(a) from both sides,

fm(cl) +d fr(cn) +mo= fn(dl) o fr, (dn) +m,
so if we add f,.(b) to both sides,
Q(bu Cly.-. 7Cn) = Q(b7 d17 o 7dn)7

consequently
p(b,c1y...,cn) =p(b,dy,... dy).

pla, @) = p(a,d) iff p(b,&) =p(b,d);
hence Z(A) =V 4.

By symmetry,

(b) < (c): First note that X = {{a,a) : a € A} is a coset of some congruence
on A x A iff it is a coset of @(X), the smallest congruence on A x A obtained
by identifying X . Now, from §10 Exercise 7,

O({(a, 0 ae A}) = t*(s* ({GA*A (@), (v i), Cens dn)),
P A (B, 0y, e1,dr, L Cny di))) 2 Tubycty ey day .y dy € A
and pis a term})) U AaxA-
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Hence X is a coset of O(X) iff forevery @, b, c1, ..., cn,d1, ..., d, € Aand every
term p(z, Y1, - -, Yn),

pAXA(<E, ay,{c1,d1),...,{cn, dn>) eX
iff
pAXA(<5,B>, {er,dr), ... ,<cn,dn>) € X,
that is,
pA(@, @) = pr@d) iff pA(,¢) =pr(0,d).
Thus X is a coset of O(X) iff Z(A) =V 4.

(b) = (a): Given that Z(A) = V 4, let p(x, y, z) be a Mal’cev term for V' (A).
Choose any element 0 of A and define, for a,b € A,

a+b=np(a,0,Db)

—a = p(0,a,0).
Then

a+0=p(a,0,0)

= a.
Next observe that for a, b, ¢, d, e € A,
p(p(a,a,a),d,p(b,e, €)) = p(p(a,d,b), e, p(c, c,e));
hence, as {e, c¢) € Z(A), we can replace the underlined e by ¢ to obtain
p(p(a,a,a),d,p(b,e, c)) = p(p(a,d,b), e, p(c, ¢, c)),

p(av d,p(b, ) C)) = p(p(a, d, b)> €, C)'

Setting d = e = 0, we have the associative law

SO

a+(b+c)=(a+b)+ec.

Next,
a+ (—a) = p(a,0,p(0,a,0))
= p(p(a,0,0),a,0)
= p(a, a,0)
=0.
By

p(aa ba b) = p(b>b7 a)
and the fact that {0, b) € Z(A), we can replace the underlined b by 0 to obtain
p(a,0,b) = p(b,0, a);

hence
a+b=">b+a,

so (A, +, —,0) is an Abelian group.

Next we show that each n-ary term function p™ (21, ..., x,) of A is affine for
(A, +, —,0), i.e., it is a homomorphism from (A, +, —,0)" to (A, +, —,0) |
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plus a constant. Let ay,...,ay,b1,...,b, € A. Then

plar +0,...,a, +0) +p(0,...,0) =p(0+0,...,0+0) +play,...,an).
As{0,b1) € Z(A) we can replace the underlined 0’s by b; to obtain
pla1+b1,a2+0,...,a,+0)+p(0,...,0) = p(0+b1,0+0,...,04+0)+p(as,...,an).
Continuing in this fashion, we obtain

plar +b1,...,an +b,) +p(0,...,0) =p(by,...,b,) +plai,...,an)
=plai,...,an) +p(b1,...,by).

Thus pA (1, ..., 2,) —p™(0,...,0) is a group homomorphism from { A4, +, —, 0Y"
to (A, +,—,0).

To construct the desired module, let R be the set of unary functions p™ (z, c1, . .., ¢,)
on A obtained by choosing terms p(z,y1,...,y,) and elements ci,...,c, € A
such that

p(0,c1,...,¢,) =0.

For such unary functions we have

pla+b,ci,...,cn) =pla,cr,...,cn) +p(b,0,...,0)—p(0,...,0)
and
p(byci,. .. cn) = p(b,0,...,0) +p(0,c1,...,¢,) —p(0,...,0)
= p(b,0,...,0) —p(0,...,0);
hence
pla+bycr...,cn) =pla,cr,...,cp) +plbycr,... cn). (%)

Thus each member of R is an endomorphism of (A, +, —, 0).
Clearly R is closed under composition o, and for r, s € R define 4+ s and —r
by
(r+s)(a) = r(a) + s(a) = p(r(a),0,s(a))
(=r)(a) = —r(a) = p(0,7(a),0).

Then r + s,—r € R. Let 0 be the constant function on A with value 0, and
let 1 be the identity function on A. Then 6,I € R as well. We claim that
R =(R,+,-,—, 0, i} is a ring. Certainly (R, +, —, 0) is an Abelian group as the
operations are defined pointwise in the Abelian group (A, +, —,0), and (R, -, 1)
is a monoid. Thus we only need to look at the distributive laws. If we are given
r,s,t € R, then

[(r+s) o t](a) = (r + s)(t(a))
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hence
Also (r+s)ot=rot+sot.
[r o (s + 8)](a) = r((s + t)(a))
= r(s(a) + t(a))
r(s(a)) +r(t(a))  (by () above)
(ros)(a) + (rot)(a)
= (ros+rot)(a)
hence

ro(s+t)=(ros)+ (rot).
This shows R is a ring.

Now to show that M = (A, +, —, 0, (7),er) is a left R-module, we only need
to check the laws concerning scalar multiplication. Soletr, s € R, a,b € A. Then

(r + s)(a) = r(a) + s(a)  (by definition)
r(a+b) =r(a) +r(b) (by (%))
(ros)(a) =r(s(a)).

Thus M is a left R-module (indeed a unitary left R-module).

The fundamental operations of M are certainly expressible by polynomial
functions of A. Conversely any n-ary fundamental operation fA(z1,...,z,) of
A satisfies, for aq,...,a, € A,

flai, ... an) — f(0,...,0) = (f(a1,0,...,0) — f(0,...,0))

o= f20,...,0,2) — f4(0,...,0) e R
it follows that

fA(:El, cosy) =7r1(T1) + -+ rp(xn) + £(0,. .., 0);

hence each fundamental operation of A is a polynomial of M. This suffices to
show that A and M are polynomially equivalent. O

Actually one only needs to assume V' (A) is a congruence-modular in Theorem
13.4 (see (4) or (7) below).
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EXERCISES §13

1.

If A belongs to an arithmetical variety, show that Z(A) = A 4. [Hint: if {a,b) € Z(A)
use m(a,b,a) = m(b,b,a).]

. Show that {a, by € Z(] [,c; Ai) iff {a(i),b(i)) € Z(A;) forie I.
.IfA<Band Z(B) = Vp,show Z(A) =V 4.
. If B e H(A) and A is in a congruence-permutable variety, show that Z(A) = V 4

implies Z(B) = V . Conclude that in a congruence-permutable variety all members
A with Z(A) = V 4 constitute a subvariety.

. Suppose A is polynomially equivalent to a module. If p(z,y, 2), ¢(x,y, z) are two

Mal’cev terms for A, show p®(x,y, 2) = ¢®(z,y, 2).

. (Freese and McKenzie). Let V be a congruence permutable variety such that Z(A) =

V 4 forevery A € V. Let p(x, y, z) be a Mal’cev term for V. Define R by
R={r(z,y) € Fv(Z,y) : 7(T,T) = T}.

(Note that if (T, 5) = s(Z,7), then r(Z, T) = T iff s(T,T) = T.) Define the operations
+,-,—,0,10n R by

T(f, y) + 3(57 y) = p(T(f, y)vy’ S(fv y))
T(f’ y) S(fvy) = T(S(E’ y)ay)
—’I’(f,y) = p(yvr(fvy)7y)

_ O
Il
8| <

Verify that R = (R, +,+,—,0, 1) is a ring with unity. Next, given an algebra A € V'
and n € A, define the operations +, —, 0, (f,-),er on A by

a+b=pa,n,b)
—a = p(n,a,n)
0=n
fr(a) =r(a,n).

Now verify that (A, +, —, 0, (f,)rer, is a unitary R-module, and it is polynomially
equivalent to A.

§14 Equational Logic and Fully Invariant Congruences

In this section we explore the connections between the identities satisfied by classes
of algebras and fully invariant congruences on the term algebra. Using this, we
can give a complete set of rules for making deductions of identities from identities.
Finally, we show that the possible finite sizes of minimal defining sets of identities
of a variety form a convex set.
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Definition 14.1. A congruence 6 on an algebra A is fully invariant if for every
endomorphism v on A,

{a,by € 0 = {aa,ab)y € 0.

Let Cong(A) denote the set of fully invariant congruences on A.
Lemma 14.2. Cong(A) is closed under arbitrary intersection.
PROOF. (Exercise.) |

Definition 14.3. Given an algebra A and S € A x A let O 1(S) denote the least
fully invariant congruence on A containing S. The congruence @ ¢(S) is called
the fully invariant congruence generated by S.

Lemma 14.4. If we are given an algebra A of type F then Oy is an algebraic
closure operator on A x A. Indeed, O is 2-ary.

PROOF. First construct A x A, and then to the fundamental operations of A x A
add the following:
{a,a) forae A

s(a.by) = (b.a)
a, by, (e, d)) = {<a’d> ifb = c

{a,b) otherwise
es({a, b)) ={oa,ob) for o an endomorphism of A.

Then it is not difficult to verify that 6 is a fully invariant congruence on A iff 4 is a
subuniverse of the new algebra we have just constructed. Thus Oy is an algebraic
closure operator.

To see that Oy is 2-ary let us define a new algebra A* by replacing each n-ary
fundamental operation f of A by the set of all unary operations of the form

f(al, ey A1, T, Q4415 - - .,an)

where ay,...,a;_1,0;41,...,a, are elements of A.
Claim. Con A = Con A*.

Clearly § € Con A = 6 € Con A*. For the converse suppose that § € Con A*
and f € .%,,. Then for

<ai,b¢>€9, 1<i<n,
we have
<f(a1a e 'aanflaan)af(ala cee aanflybn)> ed
<f(ala .. 'aanflvbn)vf(al) .. '7bn717bn)> o

<f((11,b2, .. .,bz),f(bl, .. ,bn)> € 9;



§14 Equational Logic and Fully Invariant Congruences 91

hence

<f(a1,. . .,an),f(bl, .. ,bn)> €40.
0 € Con A.

Thus

If now we go back to the beginning of the proof and use A* instead of A, but
keep the e, ’s the same, it follows that @ gy is the closure operator Sg of an algebra
all of whose operations are of arity at most 2. Then by 4.2, Oy is a 2-ary closure
operator. ]

Definition 14.5. Given a set of variables X and a type .%#, let
7:1d(X) - T(X) x T(X)

be the bijection defined by
T(p~q) =<{p.@.

Lemma 14.6. For K a class of algebras of type ¥ and X a set of variables,
7(Idx (X)) is a fully invariant congruence on T (X).

PROOF. As
pxpeldg(x) forpe T(X)

prqeldg(X) = g~ peldg(X)
prqgqgr~reldg(X) = pr~reldg(X)
it follows that 7(Id 5 (X)) is an equivalence relation on 7'(X'). Now if
pixq €ldg(X) forl<i<n
and if f € %, then it is easily seen that

f(p17"'7p7l) ~x f(Q177qn)€IdK(X)7

so 7(Idg (X)) is a congruence relation on T'(X). Next, if «v is an endomorphism
of T(X) and
p(x1,. ., xn) = (T, ..., 2,) € ldg(X)

then it is again direct to verify that
plazy,...,ax,) ~ ¢laxy, ..., axy,) € dg(X);

hence 7(Idx (X)) is fully invariant. O

Lemma 14.7. Given a set of variables X and a fully invariant congruence 6 on
T(X) we have, for p ~ q € 1d(X),

T(X)0Ep~q < (p,q)eb.

Thus T(X)/0 is free in V(T(X)/0).



92 II The Elements of Universal Algebra

PROOF. (=) If
p=p(@1,...,Tn),
q=q(z1,...,2y)
then
T(X)/0 = p(xy,...,z0) = q(z1,...,20)
= p(x1/0,...,2,/0) = q(x1/0,. .. ,2,/0)
= p(x1,...,2,)/0 = q(x1,...,2,)/0
= P(x1,.. ., xn),q(x1, ... xp)) €O
= (p,q)€b.

(<) Givenry,...,r, € T(X) we can find an endomorphism ¢ of T'(X') with

e(xi) = ri, 1<i<m
hence
(1, .. xn),q(x1,...,2n)) €O
= (ep(x1, ..., xn),eq(x1,...,2xy)) €O
=i, ymn),q(r1, ..., )y €0
= p(ri/0,...,m,/0) = q(r1/6,...,1,/0).
Thus

T(X)/0 = p~q.
For the last claim, given p ~ ¢ € Id(X),

p,petd=T(X)/0Ep=q
S V(T(X)/0) Ep~q  (by1l.3),

so T(X)/0is freein V(T(X)/6) by 11.4. O
Theorem 14.8. Given a subset X of 1d(X), one can find a K such that

¥ = dg(X)
iff 7(X) is a fully invariant congruence on T(X).

PROOF. (=) This was proved in 14.6.

(<) Suppose 7(X) is a fully invariant congruence 0. Let K = {T(X)/60}.

Then by 14.7
KEprq e el & pxqeX.

Thus ¥ = Idg(X). O

Definition 14.9. A subset X' of Id(X) is called an equational theory over X if

there is a class of algebras K such that

¥ = Idg (X).
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Corollary 14.10. The equational theories (of type F) over X form an algebraic
lattice which is isomorphic to the lattice of fully invariant congruences on T(X).

PrROOF. This follows from 14.4 and 14.8. O

Definition 14.11. Let X be a set of variables and X a set of identities of type .#
with variables from X. For p, g € T'(X) we say

YEprq
(read: “X yields p = ¢”, or “X implies p = ¢”) if, given any algebra A,
AEY impliess AEp=q.

Theorem 14.12. If X is a set of identities over X and p =~ q is an identity over
X, then

YEp~q < (g eOp(rY).

PROOF. Suppose
AEX.

Then as 7(Ida (X)) is a fully invariant congruence on T'(X) by 14.6, we have

@FI(TE) < TIdA(X);

hence
<p7Q>E @FI(TE) = A ):p =~ (g,

P, €eOr(TY) = Y Ep=rq.

SO

Conversely, by 14.7
T(X)/Op(TY) = X,

YEp~q

T(X)/Or(TY) Ep~g

so if

then

hence by 14.7,
<p7 q>e QFI(TZ) ]

In the proof of 14.4 we gave an explicit description of the operations needed
to construct the fully invariant closure ©((.S) of a set of ordered pairs S from
an algebra. This will lead to an elegant set of axioms and rules of inference for
working with identities.

Definition 14.13. Given a term p, the subterms of p are recursively defined by:

(1) The term p is a subterm of p.

(2) If f(p1,...,pn)is asubterm of p and f € .7, then each p; is a subterm of p.
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Definition 14.14. A set of identities X' over X is closed under replacement if
given any p &~ ¢ € X and any term r € T'(X), if p occurs as a subterm of r, then
letting s be the result of replacing that occurrence of p by ¢, we have r ~ s € 3.

Definition 14.15. A set of identities X' over X is closed under substitution if for
each p ~ ¢ in X and for r; € T'(X), if we simultaneously replace every occurrence
of each variable x; in p & ¢ by r;, then the resulting identity is in X,

Definition 14.16. If } is a set of identities over X, then the deductive closure
D(X) of X is the smallest subset of Id(X ') containing X such that

prpe D(X) forpeT(X)

prqe DY) = qxpe DY)
prqqrreDX) = p~reDX)
D(X) is closed under replacement

D(X) is closed under substitution.

Theorem 14.17. Given ¥ € 1d(X), p ~ q € 1d(X),
YEprqe pxqge D).

PROOE. The first three closure properties make 7D (Y') into an equivalence relation
containing 7, the fourth makes it a congruence, and the last closure property says
7D(X) is a fully invariant congruence. Thus

TD(Z) =2 91:1(7‘2).
However 71O F(7X) has all five closure properties and contains X; hence

TD(E) = @FI(TZ)
Thus
YkEprqelpeOn(ty)  (by14.12)

S prxqge D). 0

Thus we see that using only the most obvious rules for working with identities
we can derive all possible consequences. From this we can set up the following
equational logic.

Definition 14.18. Let X be a set of identities over X. For p & ¢ € Id(X) we say
YEp=gq
(read “X proves p ~ ¢”) if there is a sequence of identities

P1~=4q1,.---,Pn =T (4n

from Id(.X') such that each p; &~ ¢; belongs to X, or is of the form p ~ p, oris a
result of applying any of the last four closure rules of 14.16 to previous identities
in the sequence, and the last identity p,, & ¢, is p & ¢. The sequence ||
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P1 = q1, ... ,Pn X qy is called a formal deduction of p ~ ¢, and n is the length of
the deduction.

Theorem 14.19 (Birkhoff: The Completeness Theorem for Equational Logic).
Given ¥ € 1d(X) and p ~ q € 1d(X) we have

YEprqe YEpragq.

PROOF. Certainly
Yrprq=p=rqe D)

as we have used only properties under which D () is closed in the construction of
a formal deduction p1 = ¢q1,...,pn = ¢p 0f p = q.

For the converse of this, first it is obvious that

YEp=xgq for pxqgelX

and
YrEp=xp for peT(X).
If
YEprg

then there is a formal deduction
P1=q1,.---yPn = Qqn
of p & ¢. But then
P1=q1,-..-,Pn = Qn, Gn = Pn

is a formal deduction of ¢ =~ p.

If
Y Ep=g, YhEqg=xr

let
P1=q1,.--,Pn = Qqn

be a formal deduction of p ~ ¢ and let
D1 ~41,---Pp = Gy
be a formal deduction of ¢ =~ r. Then
P1 = q1,---3Pn = Gn, D1 ® Q-5 P R Qs Pn ®

is a formal deduction of p =~ 7.
If

let

Yip=gq

P1=q1,-.-sPn = (Gn
be a formal deduction of p ~ ¢. Let

(oo ,py...)
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denote a term with a specific occurrence of the subterm p. Then

DLl P = o, (oo Py ) 2T, )

is a formal deduction of

Finally, if
YEplxy,. ., xn) ~ g, ..., o),
let
P1=q1,---,Pm = dm,Pp = g
be a formal deduction of p(z1,...,2,) = ¢(x1,...,x,) from X. Then for terms
T1y-e.3Tn,
PLR Ly s P X Gy (X1, Tn) & @1, 2), (1, o) = q(r1, .o ),
is a formal deduction of p(r1,...,7r,) = q(r1,...,ry,) from X.
Thus
DX)c{p~q: X+ p=qk
hence
DX)={p~q: X +prq}
so by 14.17

YEprqe Ypragq. B

The completeness theorem gives us a two-edged sword for tackling the study
of consequences of identities. When using the notion of satisfaction, we look at all
the algebras satisfying a given set of identities, whereas when working with - we
can use induction arguments on the length of a formal deduction.

EXAMPLES. (1) An identity p = q is balanced if each variable occurs the same
number of times in p as in ¢. If X' is a balanced set of identities then using induction
on the length of a formal deduction we can show that if X - p &~ ¢ then p = ¢ is
balanced. [This is not at all evident if one works with the notion }=.]

(2) A famous theorem of Jacobson in ring theory says that if we are given
n > 2, if X is the set of ring axioms plus 2" = z, then ¥ = x-y ~ y-x. However
there is no published routine way of writing out a formal deduction, given n, of
x-y = y-x. (For special n, such as n = 2, 3, this is a popular exercise.)

Another application of fully invariant congruences in the study of identities is
to show the existence of minimal subvarieties.

Definition 14.20. A variety V is trivial if all algebras in V' are trivial. A subclass
W of a variety V which is also a variety is called a subvariety of V. V' is a minimal
(or equationally complete) variety if V is not trivial but the only subvariety of V'
not equal to V is the trivial variety.
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Theorem 14.21. Let V be a nontrivial variety. Then V contains a minimal
subvariety.

PROOF. Let V = M (X)), ¥ < 1d(X) with X infinite (see 11.8). Then Idy (X)
defines V, and as V is nontrivial it follows from 14.6 that 7(Idy (X)) is a fully
invariant congruence on T(X') which is not V. As

V =0r(z,y))

for any z,y € X with z # y, it follows that V is finitely generated (as a fully
invariant congruence). This allows us to use Zorn’s lemma to extend 7(Idy (X))
to a maximal fully invariant congruence on T(X), say 6. Then in view of 14.8,
7716 must define a minimal variety which is a subvariety of V. |

EXAMPLE. The variety of lattices has a unique minimal subvariety, the variety
generated by a two-element chain. To see this let V' be a minimal subvariety of the
variety of lattices. Let L be a nontrivial lattice in V. As L contains a two-element
sublattice, we can assume L is a two-element lattice. Now V(L) is not trivial, and
V(L) < V, hence V(L) = V. [We shall see in IV§8 Exercise 2 that V' is a variety
of all distributive lattices.]

We close this section with a look at an application of Tarski’s irredundant basis
theorem to sizes of minimal defining sets of identities.

Definition 14.22. Given a variety ' and a set of variables X let

IrB(Idy, (X)) = {|¥| : X is a minimal finite set of identities over X defining V'}.

Theorem 14.23 (Tarski). Given avariety V and a set of variables X, IrB(Idy (X))
Is a convex set.

PROOF. For X' € Idy(X), X = Idy (X) implies
Ori1(7XY) = 7ldy (X).
As OFj is 2-ary by 14.4, from 4.4 we have the result. ]

REFERENCES

1. G. Birkhoff [1935]
2. A. Tarski [1975]

EXERCISES §14

1. Show that the fully invariant congruences on an algebra A form a complete sublattice
of Con A.

2. Show that every variety of mono-unary algebras is defined by a single identity.
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10.

11.

12.

Verify the claim that consequences of balanced identities are again balanced.

Given a type .# and a maximal fully invariant congruence 6 on T(z,y) show that
V(T (zx,y)/0) is a minimal variety, and every minimal variety is of this form.

If V is a minimal variety of groups show that Fy (Z) is nontrivial, hence V =
V(Fy(%)). Determine all minimal varieties of groups.

Determine all minimal varieties of semigroups.

If p(z) is a term and X' is a set of identities such that X' = p(z) ~ z and X' = p(z) ~
p(y), show that X }= 2 ~ y; hence M (X)) is a trivial variety.

Let f, g be two unary operation symbols. Let NV be the set of natural numbers, and for
I S N let

Zr={fof"F @) ~z:nel}u{fgf"g*(x) ~ fgf"g*(y) :n ¢ I}.

Show that M (X) is not a trivial variety, but for I # J, M (X1) n M(Xy) is trivial.
Conclude that there are 2 minimal varieties of bi-unary algebras, that is, algebras with
two fundamental operations, both unary; hence some variety of bi-unary algebras is not
defined by a finite set of identities.

Suppose a variety V' is defined by an infinite minimal set of identities. Show that V' is a
subvariety of at least continuum many varieties.

(The compactness theorem for equational logic) If a variety V' is defined by a finite set
of identities, then for any other set X of identities defining V' show that there is a finite
subset 2y of X' which defines V.

Given X' € Id(X) let an elementary deduction from X' be one of the form

which is an identity obtained from p ~ ¢, where p ~ qor ¢ ~ p € X, by first
substituting for some variable x the term ep, where ¢ is an endomorphism of T(X),
and then replacing some occurrence of ep in a term by £q. Show that D(X) is the set
of r &~ s such that r = s or there exist elementary deductions ; & s;, 1 < i < n, with
r=7ry, 8 =7Ti+1, 1 <t <n,ands, = s, provided X is infinite.

Write out a formal deduction of x - y ~ y - x from the ring axioms plus z - x ~ x.
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Selected Topics

Now that we have covered the most basic aspects of universal algebra, let us take
a brief look at how universal algebra relates to two other popular areas of mathe-
matics. First we discuss two topics from combinatorics which can conveniently be
regarded as algebraic systems, namely Steiner triple systems and mutually orthogo-
nal Latin squares. In particular we will show how to refute Euler’s conjecture. Then
we treat finite state acceptors as partial unary algebras and look at the languages
they accept—this will include the famous Kleene theorem on regular languages.

§1 Steiner Triple Systems, Squags, and Sloops

Definition 1.1. A Steiner triple system on a set A is a family . of three-element
subsets of A such that each pair of distinct elements from A is contained in exactly
one member of .7, | 4] is called the order of the Steiner triple system.

If |A| = 1 then . = ), and if |A| = 3 then . = {A}. Of course there are no
Steiner triple systems on A if | A| = 2. The following result gives some constraints
on |A] and |.|. (Actually they are the best possible, but we will not prove this
fact.)

Theorem 1.2. If .7 is a Steiner triple system on a finite set A, then
@ [~] = |A[- (|A] - 1)/6
(b) |A] = 1 or 3 (mod 6).

99
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PROOF. For (a) note that each member of .% contains three distinct pairs of
elements of A, and as each pair of elements appears in only one member of ., it
follows that the number of pairs of elements from A is exactly 3.7, i.e.,

(14) -5

To show that (b) holds, fix a € A and let 11, ..., T} be the members of .%
to which a belongs. Then the doubletons 71 — {a},...,T; — {a} are mutually
disjoint as no pair of elements of A is contained in two distinct triples of .¥; and
A—{a} =(T1 —{a}) u--- U (T} — {a}) as each member of A — {a} is in some
triple along with the element a. Thus 2‘ |A| — 1,50 |A] = 1 (mod 2). From (a) we
see that |[A| = 0 or 1 (mod 3); hence we have |A| = 1 or 3 (mod 6). O

Thus after |A| = 3 the next possible size |A| is 7. Figure 20 shows a Steiner
triple system of order 7, where we require that three numbers be in a triple iff they
lie on one of the lines drawn or on the circle. The reader will quickly convince
himself that this is the only Steiner triple system of order 7 (up to a relabelling of
the elements).

Are there some easy ways to construct new Steiner triple systems from old
ones? If we convert to an algebraic system it will become evident that our standard
constructions in universal algebra apply. A natural way of introducing a binary
operation - on A is to require

a-b=c iff{abc}es. (%)

Unfortunately this leaves a - a undefined. We conveniently get around this by
defining

a-a=a. ()

4
Figure 20
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Although the associative law for - fails already in the system of order 3,
nonetheless we have the identities
Sqh)z-z ==z
S)z-y~y-x
(Sq3)z- (z-y) ~ .

Definition 1.3. A groupoid satisfying the identities (Sq1)—(Sq3) above is called a
squag (or Steiner quasigroup).

Now we will show that the variety of squags precisely captures the Steiner
triple systems.

Theorem 1.4. If{A,-) is a squag define . to be the set of three-element subsets
{a, b, c} of A such that the product of any two elements gives the third. Then . is
a Steiner triple system on A.

PROOF. Suppose a - b = c holds. Then

a-(a-b)=a-c,

so by (Sq3) ,
=a-c.

Continuing, we see that the product of any two of a, b, ¢ gives the third. Thus
in view of (Sql), if any two are equal, all three are equal. Consequently for any
two distinct elements of A there is a unique third element (distinct from the two)
such that the product of any two gives the third. Thus . is indeed a Steiner triple
system on A. ]

Another approach to converting a Steiner triple system . on A to an algebra
is to adjoin a new element, called 1, and replace (xx) by

a=1 (x")

a-1l=1+a=a. (**”)

This leads to a groupoid with identity (A u {1}, -, 1) satisfying the identities
Slyx-x=~1

Szr-y~y-x

Sz (x-y)~y.

Definition 1.5. A groupoid with a distinguished element (A, -, 1) is called a sloop
(or Steiner loop) if the identities (S£1)—(S¢3) hold.

Theorem 1.6. If(A,-, 1) is a sloop and |A| = 2, define . to be the three-element
subsets of A — {1} such that the product of any two distinct elements gives the
third. Then .7 is a Steiner triple system on A — {1}.

PROOF. (Similar to 1.4.) O
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§2  Quasigroups, Loops, and Latin Squares

A quasigroup is usually defined to be a groupoid (A, -) such that for any elements
a,b € A there are unique elements ¢, d satisfying

a-c=b
d-a=0b>.

The definition of quasigroups we adopted in II§1 has two extra binary operations \
and /, left division and right division respectively, which allow us to consider quasi-
groups as an equational class. Recall that the axioms for quasigroups (A4, /,+,\)
are given by

Nz-y)ry  (zey)fy s

@)~y (@fy)-y~a

To convert a quasigroup (A, -) in the usual definition to one in our definition
let a/b be the unique solution ¢ of ¢+ b = a, and let a\b be the unique solution
d of a - d = b. The four equations above are then easily verified. Conversely,
given a quasigroup (A4, /,+,\) by our definition and a,b € A, suppose c is such
that a - ¢ = b. Then a\(a - ¢) = a\b; hence ¢ = a\b, so only one such c is possible.
However, a - (a\b) = b, so there is one such c. Similarly, we can show that there
is exactly one d such that d - a = b, namely d = b/a. Thus the two definitions of
quasigroups are, in an obvious manner, equivalent.

A loop is usually defined to be a quasigroup with an identity element (A, -, 1).
In our definition we have an algebra (A, /,-,\, 1); and such loops form an equa-
tional class.

Returning to a Steiner triple system . on A we see that the associated squag
(A,-) is indeed a quasigroup, forifa-c=0bthena-(a-c) =a-b,soc=a-b,
and furthermore a - (a - b) = b; hence if we are given a, b there is a unique ¢ such
that a - ¢ = b. Similarly, there is a unique d such that d - a = b. In the case of
squags we do not need to introduce the additional operations / and \ to obtain an
equational class, for in this case /, \ and - are all the same. Squags are sometimes
called idempotent totally symmetric quasigroups.

Given any finite groupoid (A, -) we can write out the multiplication table of
(A,-) in a square array, giving the Cayley table of (A, -) (see Figure 21).

a oo CZOb

Figure 21
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If we are given the Cayley table for a finite groupoid (A, -), it is quite easy to check
whether or not (A, -) is actually a quasigroup.

Theorem 2.1. A finite groupoid A is a quasigroup iff every element of A appears
exactly once in each row and in each column of the Cayley table of (A, -).

PROOF. If we are given a, b € A, then there is exactly one c satisfying a- c = b
iff b occurs exactly once in the ath row of the Cayley table of (A, -); and there is
exactly one d such that d - a = b iff b occurs exactly once in the ath column of the
Cayley table. O

Definition 2.2. A Latin square of order n is an n x n matrix (a;;) of elements
from an n element set A such that each member of A occurs exactly once in each
row and each column of the matrix. (See Figure 22 for a Latin square of order 4.)

alblc|d
dlclalb
blal|d]|c
cld| b|a
Figure 22

From Theorem 2.1 it is clear that Latin squares are in an obvious one-to-one
correspondence with quasigroups by using Cayley tables.
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§3  Orthogonal Latin Squares

Definition 3.1. If (a;;) and (b;;) are two Latin squares of order n with entries
from a set A with the property that for each {(a,b) € A x A there is exactly
one index ij such that {a,b) = {a;j, b;j), then we say that (a;;) and (b;;) are
orthogonal Latin squares.

Figure 23 shows an example of orthogonal Latin squares of order 3. In the late
1700’s Euler was asked if there were orthogonal Latin squares of |
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al|b alb|c

b a b

clalb cla
Figure 23

order 6. Euler conjectured: if n = 2 (mod 4) then there do not exist orthogonal
Latin squares of order n. However he was unable to prove even a single case
of this conjecture for n > 2. In 1900 Tarry verified the conjecture for n = 6
(this is perhaps surprising if one considers that there are more than 800 million
Latin squares on a set of six elements). Later Macneish gave a construction of
orthogonal Latin squares of all orders n where n # 2 (mod 4). Then in 1959-60,
Bose, Parker, and Shrikhande showed that n = 2, 6 are the only values for which
Euler’s conjecture is actually true! Following the elegant presentation of Evans we
will show, by converting orthogonal Latin squares into algebras, how to construct a
pair of orthogonal Latin squares of order 54, giving a counterexample to Euler’s
conjecture.

In view of §2, two orthogonal Latin squares on a set A correspond to two
quasigroups (A, /,+,\) and (A, ¢, o, & such that the map {a,b) — {a-b,acb)is
a permutation of A x A. For a finite set A this will be a bijection iff there exist
functions *; and *, from A x A to A such that

#(a-b,aob) =a
#r(a-b,aob)=Db.

Thus we are led to the following algebraic structures.

Definition 3.2 (Evans). A pair of orthogonal Latin squares is an algebra

<A7/7 '7\7757 o, &7 *g, *r>

with eight binary operations such that

(i) (A4,/,-,\)is a quasigroup
(ii) (A, $,0,8%) is a quasigroup
(iii) #¢(x-y,z0y) ~x
(iv) *(z-y,xo0y) =~ y.
The order of such an algebra is the cardinality of its universe. Let POLS be the
variety of pairs of orthogonal Latin squares.

Now let us show how to construct a pair of orthogonal Latin squares of order n
for any n which is not congruent to 2 (mod 4).

Lemma 3.3. If q is a prime power and q = 3, then there is a member of POLS of
order q.
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PROOF. Let (K, +,-) be a finite field of order ¢, and let e1, e2 be two distinct
nonzero elements of K. Then define two binary operations 0; and Oy on K by
at;b=e¢;-a+b.
Note that the two groupoids (K,0;) and (K ,0;) are actually quasigroups, for
ad;c=bholdsiffc = b —e;-a,and d0;a = bholds iff d = e - (b — a). Also
we have that
<CLE11 b, a O9g b> = <CI:|1 d, c O d>

implies

et-a+b=e;-c+d

eaa+b=ex-c+d;

hence
e1-(a—c)=d—-0»

es-(a—c)=d—»>
and thus, as e; # €9,
a=c and b=d.

Thus the Cayley tables of (K, 0; y and (K, 0Oy ) give rise to orthogonal Latin
squares of order q. O

Theorem 3.4. Ifn = 0,1, or 3 (mod 4), then there is a pair of orthogonal Latin
squares of order n.

PROOF. Note thatn = 0,1 or 3 (mod 4) iff n = 2°p{™* - - - p* witha # 1, a5 > 1,
and each p; is an odd prime. The case n = 1 is trivial, and for n = 3 use 3.3 to
construct Ag, A1, ..., Ay in POLS of order 2%, p{", ..., p.* respectively. Then
Ap x Ay x --- x Ay is the desired algebra. O

To refute Euler’s conjecture we need to be more clever.
Definition 3.5. An algebra A = (A, F') is a binary algebra if each of the

fundamental operations is binary. A binary algebra A = (A, F) is idempotent if

flx,z) =~ x

holds in A for each function symbol f.
Definition 3.6. Let IPOLS be the variety of idempotent algebras in POLS.

Our goal is to show that there is an idempotent pair of orthogonal Latin squares
of order 54. We construct this algebra by using a block design obtained from the
projective plane of order 7 to paste together some small members of IPOLS which
come from finite fields.
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Definition 3.7. A variety V' of algebras is binary idempotent if

(1) the members of V' are binary idempotent algebras, and
(ii) V can be defined by identities involving at most two variables.

Note that IPOLS is a binary idempotent variety.

Definition 3.8. A 2-design is a tuple (B, By, ..., Byy where

(i) B is a finite set,
(i) each B; is a subset of B (called a block),
(iii) |B;| = 2 for all 4, and
(iv) each two-element subset of B is contained in exactly one block.

The crucial idea is contained in the following.

Lemma 3.9. Let V be a binary idempotent variety and let (B, By, . .., By) be a
2-design. Let n = |B|, n; = |B;|. If V' has members of size n;, 1 < i < k, then
V' has a member of size n.

PROOF. Let A; € V with |A;| = n;. We can assume A; = B;. Then for each
binary function symbol f in the type of V we can find a binary function fZ on B
such that when we restrict 2 to B; it agrees with fA¢ (essentially we let £ be the
union of the fA+). As V can be defined by two variable identities p(x, y) ~ q(x, )
which hold on each A;, it follows that we have constructed an algebra B in V' with
|B| = n. O

Lemma 3.10 . If q is a prime power and q = 4, then there is a member of IPOLS
of size q. In particular, there are members of sizes 5,7, and 8.

PROOF. Again let K be a field of order g, let e, e5 be two distinct elements of
K — {0, 1}, and define two binary operations 0, 0O on K by

atib=¢e+a+(1—¢)-b.

We leave it to the reader to verify that the Cayley tables of (K, 0; ) and (K, 02)
give rise to an idempotent pair of orthogonal Latin squares. ]

Now we need a construction from finite projective geometry. Given a finite
field F' of cardinality n we form a projective plane &2, of order n by letting the
points be the 1-dimensional subspaces U of the vector space F'3, and by letting the
lines be the 2-dimensional subspaces V of F'3. A point U belongs to a line V if
U < V. One can readily verify that every line of &, has n + 1 points, and every
point of &, belongs to n + 1 lines; and there are n? 4+ n + 1 points and n? +n + 1
lines. Furthermore, any two distinct points belong to exactly one line and any two
distinct lines meet in exactly one point.
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Lemma 3.11. There is a 2-design (B, By, ..., By) with |B| = 54 and |B;| €
{5,7,8} for1 <i<k.

PROOF. Let 7 be the projective plane of order 7. This has 57 points and each line
contains 8 points. Choose three points on one line and remove them. Let B be the
set of the remaining 54 points, and let the B; be the sets obtained by intersecting
the lines of 7 with B. Then (B, By, ..., By is easily seen to be a 2-design since
each pair of points from B lies on a unique line of 7, and |B;| € {5, 7, 8}. O

Theorem 3.12. There is an idempotent pair of orthogonal Latin squares of order 54.

PROOF. Just combine 3.9, 3.10, and 3.11. O

REFERENCE.
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84  Finite State Acceptors

In 1943 McCulloch and Pitts developed a model of nerve nets which was later
formalized as various types of finite state machines. The idea is quite simple.
One considers the nervous system as a finite collection of internal neurons and
sensory neurons and considers time as divided into suitably small subintervals
such that in each subinterval each neuron either fires once or is inactive. The firing
of a given neuron during any one subinterval will send impulses to certain other
internal neurons during that subinterval. Such impulses are either activating or
deactivating. If an internal neuron receives sufficiently many (the threshold of the
neuron) activating impulses and no deactivating impulses in a given subinterval,
then it fires during the next subinterval of time. The sensory neurons can only
be excited to fire by external stimuli. In any given subinterval of time, the state
of the network of internal neurons is defined by noting which neurons are firing
and which are not, and the input during any given subinterval to the network is
determined by which sensory neurons are firing and which are not. We call an input
during a subinterval of time a letter, the totality of letters constituting the alphabet.
A sequence of inputs (in consecutive subintervals) is a word. A word is accepted
(or recognized) by the neural network if after the sensory neurons proceed through
the sequence of inputs given by the letters of the word, the internal neurons at some
specified number of subintervals later are in some one of the so-called accepting
states.
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In his 1956 paper, Kleene analyzed the possibilities for the set of all words
which could be accepted by a neural network and showed that they are precisely the
regular languages. Later Myhill showed the connection between these languages
and certain congruences on the monoid of words. Let us now abstract from the
nerve nets, where we consider the states as points and the letters of the alphabet as
functions acting on the states, i.e., if we are in a given state and read a given letter,
the resulting state describes the action of the letter on the given state.

Definition 4.1. A finite state acceptor (abbreviated f.s.a.) of type .% (where the
type is finite with unary symbols) is a 4-tuple A = (A, F), ag, Ap), where (A, F)
is a finite unary algebra of type .%, ap € A, and Ag S A. The set A is the set of
states of A, ay is the initial state, and Ay is the set of final states.

Definition 4.2. If we are given a finite type .% of unary algebras, let (% *,-, 1)
be the monoid of strings on .#. Given a string w € ¥ *, an f.s.a. A of type %,
and an element a € A, let w(a) be the element resulting from applying the “term”
w(x) to a; for example if w = fg then w(a) = f(g(a)), and 1(a) = a.

Definition 4.3. A language of type .% is a subset of .7 *. A string w from .% * is
accepted by an f.s.a. A = (A, F, ag, Ag) of type Z if w(ag) € Ag. The language
accepted by A, written .Z(A), is the set of strings from .% * accepted by A.
(“Language” has a different meaning in this section from that given in II§1.)

Definition 4.4. Given languages L, L1, and Lo of type % let

L1 ‘L2 = {’11)1 cWo W1 E Ll, w9 € LQ}, and
L* = the subuniverse of (# * - 1) generated by L.

The set of regular languages of type . is the smallest collection of subsets of .# *
which contains the singleton languages {f}, f € .# u {1}, and is closed under the
set-theoretic operations, U, N, ’, and the operations - and * defined above.

To prove that the languages accepted by f.s.a.’s form precisely the class of
regular languages it is convenient to introduce partial algebras.

Definition 4.5. A partial unary algebra of type .7 is a pair (A, F') where F'is a
family of partially defined unary functions on A indexed by .%#, i.e., the domain
and range of each function f are contained in A.

Definition 4.6. A partial finite state acceptor (partial f.s.a.) A = (A, F, ag, Ao)
of type .# has the same definition as an f.s.a. of type .#, except that we only
require that (A, F') be a partial unary algebra of type .%. Also the |
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language accepted by A, Z(A), is defined as in 4.3. (Note that for a given
w € .Z *, w(a) might not be defined for some a € A.)

Lemma 4.7. Every language accepted by a partial f.s.a. is accepted by some f.s.a.

PROOF. Given a partial f.s.a. A = (A, F,ag, Ay choose b ¢ A and let B
A v {b}. For fe # anda e A v {b}, if f(a) is not defined in A let f(a) =
This gives an f.s.a. which accepts the same language as A.

O < |

Definition 4.8. If (A, F,ag, Ap) is a partial f.s.a. then, for a € A and w € .F *,
the range of w applied to a, written Rg(w, a), is the set

{fn(a)yfnflfn(a)a N IRE fn(a)}

where w = fi --- fp; anditis {a} if w = 1.
Lemma 4.9. The language accepted by any f.s.a. is regular.

PROOF. Let L be the language of the partial f.s.a. A = (A, F, ap, Ag). We will
prove the lemma by induction on |A|. First note that @) is a regular language as
O ={f} n{f} forany f € .Z. For the ground case suppose |A| = 1. If 4y = O
then Z(A) = (), aregular language. If Ay = {ao} let

G ={fe.Z: f(ap) is defined}.

Then
2y =9 = (U

fe¥
also a regular language.

For the induction step assume that |[A| > 1, and for any partial f.s.a. B =
(B, F, by, By) with |B| < |A| the language .Z(B) is regular. If Ay = ), then,
as before, Z(A) = (), a regular language. So assume Ay # . The crux of the
proof is to decompose any acceptable word into a product of words which one
can visualize as giving a sequence of cycles when applied to ag, followed by a
noncycle, mapping from ag to a member of Ay if ag ¢ Ag. Let

C={{f1,foye F x F: fwfa(ay) = ag for some w € F *,
f2(ao) # ao, and Rg(w; fa(ag)) € A — {ao}}

which we picture as in Figure 24. Now, for {f1, fo) € C' let

Chp ={we Z*: fiwfalao) = ao, Rg(w; fa(a)) = A — {ao}}.

Then CY, y, is the language accepted by
(A —{ao}, F, f2(ao), f; *(ao) — {ao});
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Figure 24

hence, by the induction hypothesis, C¥, , is regular. Let

H ={feF: flao) = ao} U {1}
nd
) 9 ={fe 7 flao) # ao}.

For f € & let
Ep={we Z*: wf(ay) € Ao, Re(w, f(ap)) € A— {ap}}.
We see that Iy is the language accepted by
(A —{ao}, F, f(ao), Ao — {ao});

hence by the induction hypothesis, it is also regular. Let

UEf{f} if ag ¢ Ag

fez

( U Ef {f}) U {1} if ag € Ap.

feo
Then
L:E-(%U U {fl}'Cf1f2'{f2}) )
(f1:f20eC

a regular language. a

Definition 4.10. Given a type .# and t ¢ .# let the deletion homomorphism
o (Fou{th > 7"
be the homomorphism defined by

o(f)=f forfeF
oe(t) = 1.

Lemma 4.11. If L is a language of type F u {t}, where t ¢ %, which is also the
language accepted by some f.s.a., then 6;(L) is a language of type .F which is the
language accepted by some f.s.a.
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PROOF. Let A = (A, F u {t}, ap, Ap) be an f.s.a. with Z(A) = L. Forw € . *
define
Sw = {w(ag) :we (F v {t})*, 6 (w) = w}

and let
B={Sy,:we.Z"}.

This is of course finite as A is finite. For f € .% define

f(Sw) = Stw-
This makes sense as Sy, depends only on S, not on w. Next let

bo = 51,
and let
BQZ{SwZSwﬂA()#@}.
Then
(B, F, by, By) accepts w
iff w(Sl) € BO
iff SynAg#0O
iff W(ag) € Ag for some W € &; ' (w)
iff e L for some W € &; ' (w)

iff wes(L). O

Theorem 4.12 (Kleene). Let L be a language. Then L is the language accepted
by some f.s.a. iff L is regular.

PROOF. We have already proved (=) in 4.9. For the converse we proceed by
induction. If L = {f} then we can use the partial f.s.a. in Figure 25, where all
functions not drawn are undefined, and Ag = {a}. If L = {1} use A = Ay = {ap}
with all f’s undefined.

Next suppose L; is the language of (A, F,ap, Ag) and Lo is the language
of (B, F,by, By). Then L1 n Ly is the language of <A x B, F,{ag,byy, Ag %
By), where f({a,b)) is defined to be {f(a), f(b)); and L} is the language of
(A, F,ap, A— Apy) (we are assuming (A, F, ag, Ap) is an f.s.a.). Combining these
we see by De Morgan’s law that L; U Lo is the language of a suitable f.s.a.

To handle L; - Ly we first expand our type to .# u {t}. Then mapping each
member of By to the input of a copy of A as in Figure 26 we see that L; « {t} - Lo
is the language of some f.s.a.; hence if we use 4.11 it follows that L; - L is the
language of some f.s.a.

/

Figure 25
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Figure 26

Similarly for L7, let t map each element of Ay to ag as in Figure 27. Then
(Ly - {t})* - Ly is the language of this partial f.s.a.; hence

T =0[(L1-{t)" - Ly v {1}]

is the language of some f.s.a. This proves Kleene’s theorem. O
A 0 .
/ 0
¥ , /
! A
| /
\ g,
~_ _ -
Figure 27

Another approach to characterizing languages accepted by f.s.a.’s of type .#
uses congruences on (# * - 1).

Definition 4.13. Let 7 be the mapping from .%# * to T'(x), the set of terms of type
Z over x, defined by 7(w) = w(x).

Lemma 4.14. The mapping 7 is an isomorphism between the monoid {.F *,-, 1)
and the monoid {T'(z), o, x), where o is “composition.”

PRrROOF. (Exercise.) O
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Definition 4.15. For § € Con{.# * -, 1) let

0(z) = {(wi(z), wa(x)) : {wr, wa) € 6}.

Lemma 4.16. The map 6 — 0(x) is a lattice isomorphism from the lattice of
congruences on (¥ * -, 1) to the lattice of fully invariant congruences on T(x).
(See 11§14.)

PROOF. Suppose § € Con{.# *,-,1) and {(wq,ws) € 6. Then for u € F*,
(uwn, uwq )y € 6 suffices to show that (x) is a congruence on T'(x), and (wu, wouy €
6 shows that () is fully invariant. The remaining details are left to the reader.[]

Lemma 4.17. If L is a language of type .% accepted by some f.s.a., then there is
a8 € Con(.F *,-, 1) such that 0 is of finite index (i.e., {F *,-,1)/0 is finite) and
LY = L (see 11§6.16), i.e., L is a union of cosets of 6.

PROOF. Choose A an f.s.a. of type .# such that Z(A) = L. Let F 4(7) be the
free algebra freely generated by 7 in the variety V ((A, F)). Let

a:T(x) > Fa(T)

be the natural homomorphism defined by «(z) = 7, and let

B:Fa(x) > (A F)

be the homomorphism defined by 5(Z) = ao. Then, with
L(z) = {w(z): we L},
L(z) = a 151 (Ag)
= U p/ ker a;

peB1(Ao)
hence

L(x) = L(z)*ere.
As ker «v is a fully invariant congruence on T(x) we have ker o = () for some
6 € Con{.# *,- 1). Thus
L) = L))
L=1r’

As ker « is of finite index, it follows that 6 is also of finite index. |

hence

Theorem 4.18 (Myhill). Let L be a language of type .%. Then L is the language
of some f.s.a. iff there is a € Con{.F * -, 1) of finite index such that LY = L.
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PROOF. (=) This was handled in 4.17.
(<) Suppose 6 is a congruence of finite index on .% * such that L = L. Let
A={w/f:we F*}
fw/8) = fw/0 for f e F
ap =1/0
Ap ={w/0:we L}.
Then
(A, F,ap, Ag) accepts w
ifft w(1/0) e Ay
ifft w/0e Ay
iff w/0 = u/0 for some u € L
iff weL. N

Definition 4.19. Given a language L of type .% define the binary relation =7, on
F * by
wy = wy  iff  (uwiv € L < uwyv € L foru,ve F*).

Lemma 4.20. If we are given L, a language of type %, then =y, is the largest
congruence 0 on {F *,+ 1) such that L’ = L.

PROOF. Suppose L? = L. Then for (w1, ws) € O and u, v € .F *, {uwiv, uwov) €
05 hence uw1v € L < uwov € L as uwv/0 = uwov/0 and L = |, w/0.
Thus 0 € =;,.

Next =y, is easily seen to be an equivalence relation on .% *. If wy; =, w9 and
t1 =y, to then for u,v € F *,

weL

uwitiv € L
iff wwitov e L

iff wwsotov € L
hence

wity =1, wats,

so =, is indeed a congruence on (% * -, 1).
If now w € L and w =, ¢ then
l-w-1leLs1-t-1€eL
implies ¢ € L; hence w/ =y, € L. Thus L=L = L. ]

Definition 4.21. If we are given a language L of type .#, then the syntactic
monoid M7, of L is defined by

My =(F* - 1)/=L.
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Theorem 4.22. A language L is accepted by some f.s.a. iff My, is finite.

PROOF. Just combine 4.18 and 4.20. O]
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Chapter IV

Starting from Boolean Algebras . . .

Boole ignited a deep and sustained interest in the algebra of logic with his books
of 1847 and 1854. Within a decade after Boole’s work the algebra of logic shifted
clearly towards our modern Boolean algebra. A major breakthrough was the duality
between Boolean algebras and Boolean spaces discovered by Stone in the mid
1930’s. Stone also proved that Boolean algebras and Boolean rings are essentially
the same in that one can convert via terms from one to the other. Following
Stone’s papers numerous results appeared which generalized or used his results
to obtain structure theorems—these include the work of Montgomery and McCoy
(rings), Rosenbloom (Post algebras), Arens and Kaplansky (rings), Foster (Boolean
powers), Foster and Pixley (various notions of primality), Dauns and Hofmann
(biregular rings), Pierce (rings), Comer (cylindric algebras and general algebras),
and Bulman-Fleming, Keimel, and Werner (discriminator varieties).

Since every Boolean algebra can be represented as a field of sets, the class of
Boolean algebras is sometimes regarded as being rather uncomplicated. However,
when one starts to look at basic questions concerning decidability, rigidity, direct
products, etc., they are associated with some of the most challenging results.
Our major goal in this chapter will be representation theorems based on Boolean
algebras, with some fascinating digressions.

§1 Boolean Algebras
Let us repeat our definition from II§1.

Definition 1.1. A Boolean algebra is an algebra (B, v, A,’,0, 1) with two bi-
nary operations, one unary operation (called complementation), and two nullary
operations which satisfies:

116
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B1: (B, v, n) is a distributive lattice
B2:zA0x0,zvixl
B3 zAa2d =0, zva =1

Thus Boolean algebras form an equational class, and hence a variety. Some
useful properties of Boolean algebras follow.

Lemma 1.2. Let B be a Boolean algebra. Then B satisfies
B4:anb=0anda v b=1implya =10

B5: (/) ~ x

B6: (z vy) =2’ Ay, (x Ay) =2’ vy (DeMorgan’s Laws).

PRrROOF. If anb=0

then
a=d v(anb)

=(a' va)A(d vb)

=1n(ad vb)
=d v
hence a' > b; and if
avb=1

then
a =d A(avb)

= (a' Ana) v (a AD)

=0v (d Ab)
=d Ab.
Thus a’ < b; hence ,
b=a'.
This proves B4.
Now , ,
ana=0 and a va=1;
hence

a = (a/)/

by B4, so BS is established. Finally

vy v@ Ay)=zviyv (@ Ay)l
~rvi[lyva)alyvy)l
~rvyva

~ 1

and
vy A ry) =z a@ Ay)]viya @ Ay
~0vO0
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Thus by B4
Y Ay = (zvy).

Similarly (interchanging v and A, 0 and 1), we establish
/

vy = (xAay)

Perhaps the best known Boolean algebras are the following.

Definition 1.3. Let X be a set. The Boolean algebra of subsets of X, Su(X),
has as its universe Su(X') and as operations U, n,’, @, X. The Boolean algebra 2
is given by (2, v, A,’,0,1) where (2, v, A) is a two element lattice with 0 < 1,
and where 0 = 1,1" = 0; also 1 = ({@}, v, A,”, 0, D).

It is an easy exercise to see that if | X| = 1 then Su(X) =~ 2; and Su(9) = 1.
Lemma 1.4. Let X be a set. Then Su(X) =~ 2%,

PROOF. Let a : Su(X) — 2% be such that
a(Y)(z)=1 iff zeY.

Then « is a bijection, and both « and o' are order-preserving maps between
(Su(X), <) and (2%, <); hence we have a lattice isomorphism. Also for Y < X

aY)(z)=1 iff x¢Y
ifft a(Y)(z)=0;

hence
a(Y')(z) = (a(Y)(2))',
SO
a(Y') = (a(Y))
As
a(@)=0 and «o(X)=1
we have an isomorphism. O]

Definition 1.5. If B is a Boolean algebra and a € B, let B [ a be the algebra
<|:0’ a]’ v? /\’* 70’ a>

where [0, a] is the interval {z € B : 0 < = < a}, v and A are the same as in B
except restricted to [0, a], and b* is defined to be a A b’ for b € [0, a].

Lemma 1.6. If B is a Boolean algebra and a € B then B | a is also a Boolean
algebra.
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PROOF. Clearly ([0,a], v, A) is a distributive lattice, as it is a sublattice of
(B, v, n).Forbe [0,a] we have

bAa0=0, bva=a,
bAb  =bna(and)
:O7
bvb*=bv(anb)
=(anb)vianb)
=an(bvl)
=anl
= a.

Thus B[ a is a Boolean algebra. O

Lemma 1.7. If B is a Boolean algebra and a € B then the map

aq:B— Bla
defined by
aqg(b)=anb

is a surjective homomorphism from B to B[ a.

PROOF. If b, c € B then

ag(bve)=an(bve)
=(aAnb)v(anc
= aq(b) v ag(e),

ag(brnc)=an(bnc)
=(anb) A(anc)
= aq(b) A aq(c),

ag()y=anb

=(and)v(anl)
=an(dvb)
=an(and)
= (@a(b))",

aq(0) =0 and au(l) =a.

Thus o is indeed a homomorphism. [l

Theorem 1.8. If B is a Boolean algebra and a € B, then

B>~BlaxBld.
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PROOF. Let
a:B— BlaxBld

a(b) = {aq(b), ay(b)).

It is easily seen that v is a homomorphism, and for

be defined by

(b,cye Bta x Bld
we have
albve)=Llan(bve)d (ve)
=0
as
an(bve)=(anb)vianc
=bv0

Y

etc. Thus « is surjective. Now if
a(b) = afc)
for any b, c € B then

arnb=anrnc and d Ab=d Ac

SO
(anb)v(a Ab)=(anc)v(d Ac);
hence
(avd)rb=(avd)nec,
and thus
b=c.
This guarantees that « is the desired isomorphism. O

Corollary 1.9 (Stone). 2 is, up to isomorphism, the only directly indecomposable
Boolean algebra which is nontrivial.

PROOF. If B is a Boolean algebra and |B| > 2,leta € B, 0 < a < 1. Then
0 < @’ < 1, and hence both B [ a and B | @’ are nontrivial. From 1.8 it follows that
B is not directly indecomposable. ]

Corollary 1.10 (Stone) Every finite Boolean algebra is isomorphic to the Boolean
algebra of all subsets of some finite set X.

PROOF. Every finite Boolean algebra B is isomorphic to a direct product of directly
indecomposable Boolean algebras by 11§7.10; hence B =~ 2" for some finite n.
Now 1.4 applies. ]

Definition 1.11. A field of subsets of the set X is a subalgebra of Su(X), i.e., a
family of subsets of X closed under union, intersection, and complementation and
containing ) and X, with the operations of Su(X).
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Corollary 1.12. Every Boolean algebra is isomorphic to a subdirect power of 2;
hence (Stone) every Boolean algebra is isomorphic to a field of sets.

PROOF. The only nontrivial subdirectly irreducible Boolean algebra is 2, in view of
1.9. Thus Birkhoff’s theorem guarantees that for every Boolean algebra B there is
an X and a subdirect embedding o : B — 2%; hence by 1.4 there is an embedding
B :B — Su(X). ]

Definition 1.13. Let BA be the class of Boolean algebras.
The next result is immediate from 1.12.
Corollary 1.14. BA =V (2) = ISP(S) = IPs(S), where S = {1, 2}.
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EXERCISES §1

1. A subset J of a set [ is a cofinite subset of I if I — J is finite. Show that the
collection of finite and cofinite subsets of I form a subuniverse of Su(7).

2. If By and By are two finite Boolean algebras with |B;| = |Bs|, show B; = Bs.

3. Let B be a Boolean algebra. An element b € B is called an atom if b covers 0
(see I§1). Show that an isomorphism between two Boolean algebras maps atoms to
atoms.

4. Show that an infinite free Boolean algebra is atomless (i.e., has no atoms).

5. Show that any two denumerable atomless Boolean algebras are isomorphic. [Hint:
Let By, B1 be two such Boolean algebras. Given an isomorphism « : Bj — B/, B
a finite subalgebra of B;, and B{; < B{j < B with By finite, show there is a B
with B} < Bf < B; and an isomorphism (3 : Bfj — B extending «. Iterate this
procedure, alternately choosing the domain from By, then from B;.]

6. If B is a (nontrivial) finite Boolean algebra, show that the subalgebra of BB
generated by the projection maps 7, : B? — B, where m,(f) = f(b), has
cardinality 22!,

7. Let F(n) denote the free Boolean algebra freely generated by {71, ..., T, }. Show
F(n) = 22" [Hint: Use Exercise 6 above and 11§11 Exercise 5.]

8. If B is a Boolean algebra and a,b € B with a A b = 0 are such that Bla =~ B,
show that there is an automorphism « of B such that a(a) = b and a(b) = a.

9. If A is an algebra such that Con A is a distributive, show that the factor congru-
ences on A form a Boolean lattice which is a sublattice of Con A.
10. Let B be a subalgebra of Su(X). Show that B= {YeX:(YnZ)u(ZnY')

is finite for some Z € B} is a subuniverse of Su(X), and B contains all the atoms
of Su(X).
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11. Given a cardinal x > wandaset X showthat {Y € X : |[Y| < kor | X —Y| < k}
is a subuniverse of Su(X).

The study of cylindric algebras (see II§1) has parallels with the study of
Boolean algebras. Let C'A,, denote the class of cylindric algebras of dimension
n, and let ¢(x) be the term co(cy(. .. (¢p—1(z))...)). We will characterize the
directly indecomposable members of C'A4,, below.

12. Show C A, satisfies the following:
@ c(z) 0 x~0
(b) ci(ci(z)) ~ ()
© zArc(y) 0o () Ay=0
@ ci(xvy) =~ ci(z) veily)
@ c(z vy)~c(x)vey)
0 ci(ei(@) A ciy)) = ci(@) A cily)
(@ ci(ciz)) = (ciz)
(h) ci(z) < c(z)
(i) c((cx)') ~ (cz)".
13. For A € CA, anda € A with ¢(a) = adefine A | a to be the algebra{[0, a], v, A,*,
€Oy -5 Cn1,0,a,dooAq, ..., dpn_1,n—1 AGY, Wwhere the operations v, A, Co, - - ., Crn—1
are the restrictions of the corresponding operations of A to [0,a], and 2* = a A .

Show A la € CA,, and the map a : A — Al a defined by a(b) = bAaaisa
surjective homomorphism from A to A | a.

14. If A € CA,,a € A, show that ¢(a) = a implies ¢(a’) = a’. Hence show that if
¢(a) = a then the natural map from A to A [ ax A [ a’ is an isomorphism. Conclude
that A € C'A,, is directly indecomposable iff it satisfies a # 0 — ¢(a) = 1 for

a€ A
15. A member of C'A; is called a monadic algebra. Show that the following construc-
tion describes all finite monadic algebras. Given finite Boolean algebras B4, ..., By

define ¢y on each B; by ¢¢(0) = 0 and c¢o(a) = 1if a # 0, and let dyo = 1. Call
the resulting monadic algebras BY. Now form the product B x .- x Bj.

§2 Boolean Rings

The observation that Boolean algebras could be regarded as rings is due to Stone.

Definition 2.1. Aring R = (R, +,-,—,0, 1) is Boolean if R satisfies

r = X.

Lemma 2.2. IfR is a Boolean ring, then R satisfies
r+x=~0 and z-y=xy-zx.
PROOF. Let a,b € R. Then

(a+a)?=a+a
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implies
hence
o)

Thus
Now

o)
hence
yielding
As

this says
SO

Thus

a?+ad®>+a®+a®=a+a;

at+a+a+a=a+a,

a+a=0.
REz+2x0.

(a+b)?=a+b,

a+a-b+b-a+b*=a+b;

a+a-b+b-a+b=a+b,

a-b+b-a=0.

a-b+a-b=0

ab+a-b=a-b+b-a,

a-b=>b-a.

REz-y~y-ux.

O

Theorem 2.3 (Stone). (a) Let B = (B, v, A,’,0, 1) be a Boolean algebra. Define

B® to be the algebra (B, +, -,

Then B® is a Boolean ring.

() Let R = (R, +,-,
(R, v, A,",0,1) where

Then R® is a Boolean algebra.

(c) Given B and R as above we have B®® = B, R®® = R.

—,0, 1), where

a+b=(anb)v(ad Ab)
a-b=anb

—a = a.

avb=a+b+a-b

anb=a-b

d=1+a.

PROOF. (a) Let a, b, c € B. Then

i a+0=(an0)v(d A0)

=anl

=a

—,0,1) be a Boolean ring. Define R® to be the algebra
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@) a+b = (anbd)v(dabd)
= (bad)v (b ra)=b+a
(i) a+a=(and)vid rna)=0
iv) a+(b+¢) [an(b+¢)]vI]d A (b+c)]
= {an[bad) v A} v{d Al(bad) v ¥ Ao}
= {an['vorbv]}v{dabad)v(d Al ac)}
fan['Ad)vcnb)]}v{(@abnrd)v(d Al rc)}

(ant/ Ad)yvianbace)v (@ Abad)v(ad Ab Ac)

\2
A

= (anbrc)viantd ad)vbad nd)v(cnd ab).
The value of this last expression does not change if we permute a, b and c in any
manner; hence c + (a +b) =a+ (b+c¢),soby (ii) (a +b) +c=a + (b+¢).
V) a-l1l=1l-a=a
(vi) a-(b:c) = an(bac)
= (aAb)Arc=(a-b)-c
(vil) a-(b+c¢) = an[(bad)v ¥ Ac)

= (anbad)vi(anbt rc)

and
(a-b)+(a-c)=[lanb) r(anc)]v]landb) a(anc)
=[(anb)A(dv)]v[@vd)a(anc)
=(arnbrd)v (b ranc),

a-(b+c)=(a-b)+ (a-c).
(viiil) a-a=aAa=a.

Thus B® is a Boolean ring.
(b) Let a,b,c € R. Then

i) avb = a+b+a-b
= b4+a+b-a=bva
) anb = a-+d
= ba=bnra
(i) av({ve = a+(bve)+a-(bve)
a+((b+c+b-c)+a-(b+c+b-c)
= a+b+c+a-b+a-c+b-c+a-b-c

The value of this last expression does not change if we permute a, b and c, so
av(bve)=cv(avb)

hence by (i) above
av(bve)=(avb)ve.
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iv) an(bac)=a-(b-c)=(a-b)-c=(anb)arc
v) ava=a+a+a-a=04+a=a
vi) ana=a-a=a
(vi) av(anb) = a+(anb)+a-(anb)
= a+a-b+a-(a-d)

a+a-b+a-b
a

(viii) an(avbd) = a-(a+b+a-b)
= a’+a-b+a’-b

at+a-b+a-b
a

ix) an(bve = a-(b+c+b-c)
= a+b+a-c+a-b-c
= a-b+a-c+a-b-a-c
= (aAnb)v(anc)
x) an0=a-0=0
x) avli=a+1l+4+a-1=1
(xii) ard = a-(1+a)
= a+a’=a+a=0
(xiii) avad = a+(1+a)+a-(1+a)
= a+l4+a+a+a®=1

Thus R® is a Boolean algebra.

(c) Suppose B = (B, v, A,’,0,1) is a Boolean algebra and a,b € B. Then
with B® = (B, +,-,—,0,1)
i a-b=anrbd
) l+a=0Qnd)v(l' ra)=d
(i) ae+b+a-b = a+(b+a-b)
= a+b-(1+a)
= a+b-d
= Jan(bard)]v]d Abnad)
= [an (¥ va)]vd b
= av(d Ab)
= (avd)a(avhb)
= avhb
Thus B®® = B.
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Next suppose R = (R, +,-,—,0,1) is a Boolean ring. Then with R® =
(R,v,A,’,0,1)and a,b € R,

Q) (anbd)yv(@ab)y=la-1+b)]+[1+a)-b]+[a-(1+0b)-(1+a)-b]
=la+a-bl+[b+a-b]+0
=a+b

(il) anb=a-b.

Thus R®® = R. O]

The reader can verify that ® has nice properties with respect to H, .S, and P;
for example, if B1, B € BA, then

(1) If o : By — By is a homomorphism then « : B(? — B? is a homomor-
phism between Boolean rings.

(i) If B; < By then B® < BY.
(iii) If B; € BA fori € I then ([ [,c; B:)® = [];; BY

el i
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EXERCISES §2

1. If A is a Boolean algebra [Boolean ring] and A is a subalgebra of A, show Af? is
a subalgebra of A®.

2. If A1, Ay are Boolean algebras [Boolean rings] and o : A; — As is a homomor-
phism, then « is also a homomorphism from A9 to A%.

3. If (A;)ies is an indexed family of Boolean algebras [Boolean rings], then (] | Ai)® =

[Ticr AP
4. If we are given an arbitrary ring R, then an element a € R is a central idempotent
ifa-b=>b-aforallbe R,and a® = a. f R is a ring with identity, show

that the central idempotents of R form a Boolean algebra using the operations:
avb=a+b—a-b,arb=a-b,anda’ =1 — a.

i€l

5. If @ is a congruence on a ring R with identity, show that 6 is a factor congruence iff
0/0 is a principal ideal of R generated by a central idempotent. Hence the factor
congruences on R form a sublattice of Con R which is a Boolean latttice.

An ordered basis (Mostowski/Tarski) for a Boolean algebra B is a subset A of
B which is a chain under the ordering of B, 0 ¢ A, and every member of B can
be expressed in the form ay + - - - + ay, a; € A.

6. If A is an ordered basis of B, show that 1 € A, A is a basis for the vector space
(B, +) over the two-element field, and each nonzero element of B can be uniquely
expressed in the form a; + + -+ + a,, Witha; € 4, a1 < as < -+ < ap.

7. Show that every countable Boolean algebra has an ordered basis.
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§3  Filters and Ideals

Since congruences on rings are associated with ideals, it follows that the same
must hold for Boolean rings. The translation of Boolean rings to Boolean algebras,
namely R +— R, gives rise to ideals of Boolean algebras. The image of an ideal
under ’ gives a filter.

Definition 3.1. Let B = (B, v, A,’,0,1) be a Boolean algebra. A subset I of B
is called an ideal if

i 0el
() a,bel=avbel

(iii) ae Tandb<a=be l.
A subset F' of B is called a filter of B if
(i) leF

() a,be F=anbeF

(iii) ae Fandb>a=be F.

Theorem 3.2. Let B = (B, v, A,’,0,1) be a Boolean algebra. Then I is an
ideal of B iff I is an ideal of B®.

PROOF. Recall that I is an ideal of a ring B® iff

0el,

a,bel=a+bel
as —b = b, and

ael,be R=a-bel.
So suppose [ is an ideal of B. Then

0el,
and if a, b € I then
ant <a,
a Ab<b,
o)
anb,d Abel;
hence

a+b=(anb)v(ad Ab)el.
Now if a € I and b € B then
anb<a,
o)

a-b=anbel.

Thus I is an ideal of B®.
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Next suppose I is an ideal of B®. Then 0 € I, and if a, b € I then

a-bel;
hence
avb=a+b+a-bel.
If a € I and b < a then
b=anb=a-bel,
so [ is an ideal of B. O

Definition 3.3. If X < B, where B is a Boolean algebra, let

X'={d :a€ X}.
The next result shows that ideals and filters come in pairs.

Lemma 3.4. Given a Boolean algebra B, then

(a) For I < B, I isanideal iff I is a filter,
(b) For F € B, Fis a filter iff F' is an ideal.

PROOF. First
0el iff 1=0¢€lrl.
If a,b € I then
avbel iff (avbd)=d Abel.

For a € I we have b < a iff a’ < b'; hence b € T iff b/ € I’. This proves (a), and
(b) is handled similarly. O

The following is now an easy consequence of results about rings, but we will
give a direct proof.

Theorem 3.5. Let B be a Boolean algebra. If 0 is a binary relation on B, then 0
is a congruence on B iff 0/0 is an ideal, and for a,b € B we have

{a,bye 6 iff a+be0/0.

PROOF. (=) Suppose 6 is a congruence on B. Then

0€0/0,
and if a, b € 0/6 then
{a,0)€ 0,
(b,0) €0,
SO
{avb0v0)yed,
ie.,

avbel/o.
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Now if a € 0/0 and b < a then

{a,0) €0
)
{a Ab,0 ADb)ED,
ie.,
(b,0) € 0;
hence
be0/6.

This shows that 0/6 is an ideal. Now

{a,bye B
implies
{a+bb+byed,
ie.,
{a +b,0) €,
SO
a+be0/f.
Conversely,
a+be0/0
implies
{a +b,0) €0,
o)
{a+b)+b,0+byeb,
thus

{a,b) € 0.

(<) For this direction, first note that 6 is an equivalence relation on B as

{a,ay €,
since

a+a=0,
fora € B; if

{a,bye B
then

(b,aye b
as

a+b=>b+a;

and if

{a,b) €0,

b,cye b
then e
a+c=(a+b)+(b+c)e0/6;

hence

{a,cy €.
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Next to show that 8 is compatible with the operations of B, let a1, a2, b1,b0 € B
with
<ala CL2> € 07
Then <b1, b2> €0.
(a1 A bl) + (CL2 A bg) = (CLl . bl) + (a2 . bg)

= (CLl . bl) + [(al . b2) + ((11 . bg)] + (CL2 . b2)
ai * (b1 + bg) + (a1 + ag) «by € 0/97

SO
<a1 A bl,ag A b2> €0.

Next
(a1 Vb1)+(a2vb2) = (a1+bl+a1~bl)+(a2+b2+a2-b2)
= (a1+a2)+(b1+bz)+(a1 Ab1+a2/\b2)60/0

as each of the three summands belongs to 0/, so

{ai v by,az v by) € 0.
From
a; +az €0/0
it follows that
(I+a1)+(1+a2)e0/6,
SO
(ay,a3) € 9.

This suffices to show that 6 is a congruence. |

Definition 3.6. If ] is an ideal of a Boolean algebra B, let B/I denote the quotient
algebra B/, where
{a,bye @ iff a+bel.

Let b/I denote the equivalence class b/0 for b € B. If F is a filter of B let B/F
denote B/F" and let b/F denote b/F" (see 3.3).

Since we have established a correspondence between ideals, filters, and con-
gruences of Boolean algebras, it is natural to look at the corresponding lattices.

Lemma 3.7. The set of ideals and the set of filters of a Boolean algebra are closed
under arbitrary intersection.

PROOF. (Exercise). U
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Definition 3.8. Given a Boolean algebra B and a set X < B let I(X) denote the
least ideal containing X, called the ideal generated by X, and let F'(X') denote
the least filter containing X, called the filter generated by X.
Lemma 3.9. For B a Boolean algebra and X < B, we have

(@ I(X)={beB:b<by v---Vvb,forsomeb,...,b,e X} v {0}

b)) F(X)={beB:b=by A+ Abyforsomeby,... ,b,e X} u{l}.

PROOF. For (a) note that
0eI(X),

and for by, ...,b, € X we must have

by v vby,elI(X),
SO

I(X)2{beB:b<byv--vb,forsomeb,...,b, € X} {0}

All we need to do is show that the latter set is an ideal as it certainly contains X,
and for this it suffices to show that it is closed under join. If

b<byv--Vvby,
c<cr Vs Ven
with b1,...,bn,c1,...,cm € X then

bves<bv---vb,verv Ve,

so I(X) is as described. The discussion of F'(X) parallels the above. ]

Lemma 3.10. Let B be a Boolean algebra.

(a) The set of ideals of B forms a distributive lattice (under <) where, for
ideals I, I,

IlAIQZIlﬁIQ,

IivIy={a€e B:a<ajvayforsomeay € I,as € Is}.

(b) The set of filters of B forms a distributive lattice (under <) where, for
filters F, Fy,

Fl/\FQZFlﬂFQ,

Fyv Fy={a€ B:a=>=aj A ayforsomeaj € Fi,as € Fy}.

(c) Both of these lattices are isomorphic to Con B.

PROOF. From 3.5 it is evident that the mapping
60— 0/60
from congruences on B to ideals of B is a bijection such that

01 < 6y iff 0/01@0/02
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Thus the ideals form a lattice isomorphic to Con B. The calculations given
for A and v follow from 3.7 and 3.9. The filters are handled similarly. The
distributivity of these lattices follows from the fact that Boolean algebras form a
congruence-distributive variety, see 11§12, or one can verify this directly. O

A remarkable role will be played in this text by maximal filters, the so-called
ultrafilters.

Definition 3.11. A filter /' of a Boolean algebra B is an ultrafilter if F'is maximal
with respect to the property that 0 ¢ F'. A maximal ideal of B is an ideal which is
maximal with respect to the property that 1 ¢ I. (Thus only non-trivial Boolean
algebras can have ultrafilters or maximal ideals.)

In view of 3.4, F is an ultrafilter of B iff F is a maximal ideal of B, and [ is
a maximal ideal of B iff I’ is an ultrafilter. The following simple criterion is most
useful.

Theorem 3.12. Let F be a filter [I be an ideal] of B. Then F is an ultrafilter
[I is a maximal ideal| of B iff for any a € B, exactly one of a,a’ belongs to F
[belongs to I ].

PROOF. Suppose F'is a filter of B.
(=) If F is an ultrafilter then

B/F ~2
by 1.9 as B/F is simple by 11§8.9. Let
v:B—-B/F

be the natural homomorphism. For a € B,

" v(a) =1/F or wv(d')=1/F,

as B/F =~ 2; hence
aeF or dePF

If we are given a € B then exactly one of a,d’ is in F as

anad =0¢F.

(<) For a € B suppose exactly one of a,a’ € F. Then if F} is a filter of B
with
FcCcF, and F#F

leta e F; — F. Asa’ € F we have

0=andekF;
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hence F; = B. Thus F'is an ultrafilter.

The ideals are handled in the same manner. N

Corollary 3.13. Let B be a Boolean algebra.

(a) Let F be a filter of B. Then F' is an ultrafilter of B iff 0 ¢ F and for
a,be B,avbe Fiffaec ForbeF.

(b) (Stone) Let I be an ideal of B. Then I is a maximal ideal of B iff 1 ¢ I and
fora,be B, anbeliffaelorbel.

PROOF. We will prove the case of filters.
(=) Suppose F is an ultrafilter with

avbeF.
As
(avb)a(d Ab)y=0¢F
we have
a Ab¢F;
hence

ad¢F or b¢F
By 3.12 either
aeF or bePF.

(<) Since 1 € F, given a € B we have

avaerF;
hence
acF or dePF.
Both a, a’ cannot belong to F as

anad =0¢F. 0

Definition 3.14. An ideal I of a Boolean algebra is called a prime ideal it 1 ¢ 1
and
anbel implies aelorbel.

Thus we have just seen that the prime ideals of a Boolean algebra are precisely
the maximal ideals.

Theorem 3.15. Let B be a Boolean algebra.

(a) (Stone) If a € B — {0}, then there is a prime ideal I such that a ¢ I.
(b) If a € B — {1}, then there is an ultrafilter U of B with a ¢ U.

PROOF. (a) If a € B — {0}, let
a:B -2/
be any subdirect embedding of B into 2 for some .J (see 1.12). Then

afa) # a(0),
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so for some j € J we have

(mj 0 a)(a) # (mj 0 a)(0).

As
mjoa:B —2

is onto it follows that
0 = ker(mj o a)

is a maximal congruence on B; hence
I1=0/0
is a maximal ideal, thus a prime ideal, and a ¢ I.

(b) is handled similarly. O

Lemma 3.16. Let By and Bo be Boolean algebras and suppose
(073 B1 i B2
is a homomorphism. If U is an ultrafilter of Ba, then o1 (U) is an ultrafilter of B1.

PROOF. Let U be an ultrafilter of By and /3 the natural map from By to By /U.
Then

a l(U) = (Beoa) (1),
hence o' (U) is an ultrafilter of By (as the ultrafilters of By are just the preimages
of 1 under homomorphisms to 2). O

Theorem 3.17. Let B be a Boolean algebra.

(a) If F'is a filter of B and a € B — F, then there is an ultrafilter U with
FcUanda¢U.

(b) (Stone) If I is an ideal of B and a € B — I, then there is a maximal ideal
M withI € M and a ¢ M.

PROOF. For (a) choose an ultrafilter U* of B/F by 3.15 with
a/F ¢ U*.
Then let U be the inverse image of U™ under the canonical map from B to B/F'.

(b) is handled similarly. O

EXERCISES §3
1. If B is a Boolean algebra and a, b, ¢, d € B, show that
{a,bye O(c,d) @ a+b<c+d.

2. If B is a Boolean algebra, show that the mapping « from B to the lattice of ideals
of B defined by a(b) = I(b) embeds the Boolean lattice (B, v, A) into the lattice
of ideals of B.
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3. If U is an ultrafilter of a Boolean algebra B, show that A U exists, and is an atom
b or equals 0. In the former case show U = F'(b). (Such an ultrafilter is called a
principal ultrafilter.)

4. If B is the Boolean algebra of finite and cofinite subsets of an infinite set /, show
that there is exactly one nonprincipal ultrafilter of B.

5. IfH =<{H,v,A,—,0,1)is a Heyting algebra, a filter of H is a nonempty subset
F of H suchthat (i) a,be F=aAnbe Fand(ii)ae F, a < b= be F. Show
(1) if @ € Con H then 1/0 is a filter, and {a, by € 0 iff (a — b) A (b — a) € 1/0,
and (2) if F is a filter of H then 0 = {{a,b) € H?: (a - b) A (b > a) € F}isa
congruence and F' = 1/6.

6. TA=C(Av,A,  co,...,cn-1,0,1,doo,. .., dn_1,n—1)is a cylindric algebra, a
cylindric ideal of A is a subset I of A which is an ideal of the Boolean algebra
(A, v, A,’,0,1) and is such that c(a) € I whenever a € I. Using the exercises of
§1 show (1) if @ € Con A then 0/ is a cylindric ideal and {a, by € 8 iff a +b € 0/,
and (2) if I is a cylindric ideal of A then § = {(a,by € A% : a+be I}isa
congruence on A with I = 0/6.

7. Show that a finite-dimensional cylindric algebra A is subdirectly irreducible iff
a€ Aanda # 0imply c(a) = 1.

¢4 Stone Duality

We will refer to the duality Stone established between Boolean algebras and certain
topological spaces as Stone duality. In the following when we speak of a “clopen”
set, we will mean of course a closed and open set.

Definition 4.1. A topological space is a Boolean space if it (i) is Hausdorff, (ii) is
compact, and (iii) has a basis of clopen subsets.

Definition 4.2. Let B be a Boolean algebra. Define B* to be the topological
space whose underlying set is the collection B* of ultrafilters of B, and whose
topology has a subbasis consisting of all sets of the form

N, ={UeB*:aeU},
fora € B.

Lemma 4.3. If B is a Boolean algebra and a,b € B then
No U Ny = Ny,
No 0 Ny = Ngpo,

and

Ny = (N,)'.

Thus in particular the N,’s form a basis for the topology of B*.
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PROOF.
UeNyuNy iff aeUorbeU
iff avbeU
iff Ue Ngyp-
Thus
Ngu Ny = Ngyp.
The other two identities can be derived similarly. ]

Lemma 4.4. Let X be a topological space. Then the clopen subsets of X form a
subuniverse of Su(X).

PROOF. (Exercise.) O

Definition 4.5. If X is a topological space, let X™* be the subalgebra of Su(X)
with universe the collection of clopen subsets of X.

Theorem 4.6 (Stone). (a) Let B be a Boolean algebra. Then B* is a Boolean
space, and B is isomorphic to B** under the mapping

av+— Ng,.

(b) Let X be a Boolean space. Then X™* is a Boolean algebra, and X is
homeomorphic to X** under the mapping

x—{NeX*:zeN}.

PROOF. (a) To show that B* is compact let (N, )qes be a basic open cover of B*,
where J € B. Now suppose no finite subset of ./ has 1 as its join in B. Then J is
contained in a maximal ideal M, and

U=M
is an ultrafilter with
UndJ=0.
But then
Ué¢N,

for a € J, which is impossible. Hence for some finite subset Jy of J we have

\ Jo=1
\/JOEU

for every ultrafilter U we must have

As

UeN,

for some a € Jy by 3.13, 50 (Ng)ae, is a cover of B*. Thus B* is compact. It
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clearly has a basis of clopen sets as each N, is clopen since

Ny, Ny =0,
N, u N, =B*.
Now if
Uy # Usy
in B* let
ae U1 — UQ.
Then
Ul € Na»
Uz € Ny,

so B* is Hausdorff. Thus B* is a Boolean space.

The mapping a — N, is clearly a homomorphism from B to B** in view of
4.3.If a,b e B and a # b then

(a v b) A(anb) #0,

so by 3.15(a) there is a prime ideal I such that
(avb)A(anb) ¢l
so there is an ultrafilter U (= I’) such that

(avb)A(anb)el.

But then ,

(anb)eU
SO

anb¢lU,
hence

a¢U or b¢U,;

but as

avbeU
we have

aeU or bel,
so exactly one of a, b is in U; hence

N, # Np.

Thus the mapping is injective. If now N is any clopen subset of B* then, being
open, N is a union of basic open subsets N,, and being a closed subset of a
compact space, IV is compact. Thus NN is a finite union of basic open sets, so N is
equal to some N,, by 4.3.

Thus B = B** under the above mapping.

(b) X* is a Boolean algebra by 4.4. Let

a: X —» X
be the mapping
alz) ={Ne X*:ze N}
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(Note that a(z) is indeed an ultrafilter of X*). If

r,yeX and z #y
then
ofz) # afy)

as X is Hausdorff and has a basis of clopen subsets. If U is an ultrafilter of X *
then U is a family of closed subsets of X with the finite intersection property (any
finite non-empty subfamily has a non-empty intersection), so as X is compact we

must have

(U = 0.
It easily follows that for z € (U,

U < az);

thus
U = a(z)

by the maximality of U. Thus « is a bijection.

A clopen subset of X** looks like
{Ue X*™ :NeU}
for N € X*, i.e., for N a clopen subset of X. Now

a(N) ={U e X** : a(z) = U for some z € N}
={UeX*"™ :NeU},

SO «v is an open map. Also

a{UeX*: NeU}={reX:a(x)e{Ue X" : NeU}}
={re X :ze N}
:N,

so « is continuous. Thus « is the desired homeomorphism. O]

Definition 4.7. Given two disjoint topological spaces, X1, X2, define the union
of X1, X to be the topological space whose underlying set is X; u X5 and whose
open sets are precisely the subsets of the form O; v Og there O; is open in X;.

Given two topological spaces X1, Xo, let
X1 w Xy
denote the topological space whose underlying set is
({1} x X1) U ({2} x X3)
and whose open subsets are precisely the subsets of the form

({1} x O1) U ({2} x Oy)
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where O; isopenin X;, i = 1,2. X7 w Xs is called the disjointed union of X1, Xo.

The next result is used in the next section.
Lemma 4.8. Given two Boolean algebras By and B, the Boolean spaces (B x

By)* and B} w B are homeomorphic.

PROOF. The case that |By| = |Bz| = 1 is trivial, so we assume |B; x By| > 2.
Given an ultrafilter U in (B; x Bg)*, let 7;(U) be the image of U under the
projection homomorphism

TFiIB1XB2—>BZ‘.

Claim: U = 7T1(U) X Bg orU = Bl X 7T2(U).

To see this, note that

(1,0)v<0,1)={1,1)e U
implies

(1,00eU or (0,1yeU.
If (1,0) € U, then

<b1,b2> elU= <b1,0> = <bl,b2> A <1,0> e U,

hence
m(U) x {0} = U,
SO
71’1(U) x By C U.
As
UcmU) xm(U)
we have

U= 7Tl(U) X BQ.

Likewise we handle the case (0, 1) € U. This finishes the proof of the claim.

From the claim it is easy to verify that either 7 (U) or m2(U) is a filter, and
then an ultrafilter. So let us define the map

IBZ(Bl XBQ)* —)BTU:B;<
by
pU) = {i} x m(U)

for ¢ such that 7r;(U) is an ultrafilter of B;. The map 3 is easily seen to be injective
in view of the claim. If U € B¥ then U x Bs € (B x Bg)*, so

B(U x By) = {1} x U,
and a similar argument for U € Bj shows /3 is also surjective. Finally, we have

B(N<b1,b2>) = {6(U) U e (Bl X BQ)*,<b1,b2> € U}
= {B(U) : U € (By x By)*,{b1,0) € U or{0,by) € U}
= {1} X Nb1 U {2} X Nb2~
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Actually Stone goes on to establish relationships between the following pairs:

Boolean algebras «— Boolean spaces
filters <« closed subsets
ideals «— open subsets
homomorphisms <«— continuous maps.

However, what we have done above suffices for our goals, so we leave the
other relationships for the reader to establish in the exercises.

REFERENCES

1.
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P.R. Halmos [18]
M.H. Stone [1937]

EXERCISES §4

1.

10.

Show that a finite topological space is a Boolean space iff it is discrete (i.e., every
subset is open).

. If X is a Boolean space and I is any set, show that the Tychonoff product X/ is a

Boolean space; and if [ is infinite and | X| > 1 then (X7)* is an atomless Boolean
algebra.

Show that a countably infinite free Boolean algebra B has a Boolean space homeo-
morphic to 2, where 2 is the discrete space {0, 1}; hence B is isomorphic to the
Boolean algebra of closed and open subsets of the Cantor discontinuum. Conclude
also that B has continuum many nonprincipal ultrafilters.

. Given any set I show that (Su(I))* is the Stone-Cech compactification of the

discrete space I.

Give a topological description of the Boolean space of the algebra of finite and
cofinite subsets of an infinite set .

. For B a Boolean algebra and U € B***  show that there is an z € B* with

(U ={z},and U = {N € B¥* : z € N}.

If B is a Boolean algebra and F is a filter of B, show that F'* = [\{N}, : be F} is
a closed subset of B* and the map F' — F* is an isomorphism from the lattice of
filters of B to the lattice of closed subsets of B*, and b € F iff N, 2 F'*.

If B is a Boolean algebra and I is an ideal of B, show I* = [ J{]N}, : b€ I} is an
open subset of B* such that the map I — I* is an isomorphism from the lattice of
ideals of B to the lattice of open subsets of B* with b € I iff N}, © I*.

If « : By — By is a Boolean algebra homomorphism, let a* : B — B be
defined by o*(U) = a~(U). Show a* is a continuous mapping from B¥ to B}
which is injective if « is surjective, and surjective if « is injective.

If « : X3 — X5 is a continuous map between Boolean spaces, let a* : X5 — X
be defined by a*(N) = a~ (). Then show a* is a Boolean algebra homomor-
phism such that o* is injective if « is surjective, and surjective if « is injective.
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11. Show that the atoms of a Boolean algebra B correspond to the isolated points of
B* (a point « € B* is isolated if {«} is a clopen subset of B*).

12. Given a chain {C, <) define the interval topology on C' to be the topology generated
by the open sets {ce C' : ¢ > a} and {c € C : ¢ < a}, for a € C. Show that this
gives a Boolean space iff (C, <) is an algebraic lattice (see 1§4 Ex. 4).

13. If A is an ordinal, show that the interval topology on A gives a Boolean space iff A
is not a limit ordinal.

14. Given Boolean spaces X1, ..., X,, such that X; n X; = {«} fori # j, show that
the space Y =  J, ¢;<,, Xi with open sets {{J,,<,, Ui : U; open in X;, z belongs
to all or none of the U,’s} is again a Boolean space.

§5 Boolean Powers

The Boolean power construction goes back at least to a paper of Arens and Kaplan-
sky in 1948, and it has parallels in earlier work of Gelfand. Arens and Kaplansky
were concerned with rings, and in 1953 Foster generalized Boolean powers to
arbitrary algebras. This construction provides a method for translating numerous
fascinating properties of Boolean algebras into other varieties, and, as we shall see
in §7, provides basic representation theorems.

Definition 5.1. If B is a Boolean algebra and A an arbitrary algebra, let A[B]*
be the set of continuous functions from B* to A, giving A the discrete topology.

Lemma 5.2. Ifwe are given A, B as in 5.1, A[B]* is a subuniverse of AX, where
X =B*.

PROOF. Let cy,...,c, € A[B]*. As X is compact, each ¢; has a finite range,
and, fora € A, ci_1 (a) is a clopen subset of X. Thus we can visualize a typical
member of A[B]* as in Figure 28, namely a step function with finitely many |

4 O O O
—— |
N, N, o oo Ny
X

Figure 28
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steps, each step occurring over a clopen subset of X. If A is of type .# and f € %,

then if we choose clopen subsets Ny, ..., N which partition X such that each ¢;
is constant on each N;,i = 1,...,n,j =1,... k,itis clear that f(c1,...,cy) is
constant on each IV;. Consequently, f(ci,...,c,) € A|B]*. ]

Definition 5.3. Given A,B as in 5.1, let A[B]* denote the subalgebra of
AX, X = B*, with universe A[B]*. A[B]* is called the (bounded) Boolean
power of A by B. (Note that A[1]* is a trivial algebra.)

Theorem 5.4. The following results hold for Boolean powers:
(a) A[B]* is a subdirect power of A.

(b) A can be embedded in A[B]* if B is not trivial.

(©) A[2]* ~ A.

(d) A[B; x Ba]* = A[B1]* x A[Ba]*.

() (A1 x As)[B]* ~ A1[B]* x Ay[B]".

PROOE. For (a) and (b) note that the constant functions of A~ are in A|B]*, where
X = B*. (c) follows from noting that 2* is a one-element space, so the only
functions in A¥ are constant functions.

Let C(X, A) denote the set of continuous functions from X to A, for X
a Boolean space, and let C(X, A) denote the subalgebra of AX with universe
C(X,A). Given two disjoint Boolean spaces X, X5 define

a C(Xl UXQ,A) —>C(X1,A) X C(XQ,A)

by ac = <C rX17ch2>'

As X1, X5 are clopen in X; U X3 it is not difficult to see that « is a bijection, and
ifey,...,cn € C(X7 U X9, A) and f is a fundamental operation of arity n, then

af(er,....cn) ={fler, .. ,en)lxy, flen, . en)Txy )
= <f(Cl le,- -y, Cn rX1)7f(Cl erw"?cn rX2)>
= f(<cl prCl TX2>7 s 7<C1’L eracn rX2>)

= f(acy, ..., acy),

SO « is an isomorphism. As
A[B]* = C(B*,A)
it follows from 4.8 that
A[B; x By|* =~ A[B4]* x A[B2]*.
This proves (d).
Next define
(073 Al[B]* X AQ[B]* — (A1 X AQ)[B]*

a({cr, c))(x) = {c1x, com).



85 Boolean Powers 143

Clearly this is a well-defined injective map. If c € (A; x A2)[B]* let Ny, ..., Ng
be a partition of B* into clopen subsets such that c is constant on each IV;. Then
let

ci(z) = (mic)(x),

i = 1,2. Then ¢; € A;[B]* as ¢; is constant on each INV;, and

Oé(<61,02>) = ¢,

so « is surjective. If <c{,c§> € A1[B]* x A2[B]*, 1 < j < n,andif fisa
fundamental n-ary operation then

af (e, et ) (@) = allflety - el), flegs - B ()
= (flegy s ) (@), fleg, oo ) (@)
= (f(clz,... ), f(cz,. .., Bx))
= f(clz, cix), ... (cfx, Bx))
= fla(let,ep)(@), .., (et &) (x))

= f(Oé<C%, C%>7 s 7O‘<C7fa Cg>) ($)a

af({cl e, ... (e ep)) = fladef, ez, . alef, c)).

This proves

hence

Ay []3]>x< X AQ[B]* = (Al X AQ)[B]*
as « is an isomorphism. O]

The next result is used in §7, and provides the springboard for the generalization
of Boolean powers given in §8.

Definition 5.5. If a,b € [ [, ; A; the equalizer of a and b is

[a=0b]={iel:ali)="0(i)};
and if Jy, ..., J, partition I and a1, ..., a, € | [;c; Ai then

arlyp v --vagly,
denotes the function a where

a(z) = ak(z) if 7€ Jk.

Theorem 5.6. Let B be a Boolean algebra and A any algebra. With X = B*, a
subset S of AX is A[B]* iff S satisfies

(a) the constant functions of AX are in S,
(b) for c1,c2 € S, [[e1 = 2] is a clopen subset of X, and
(¢) for ci1,co € S and N a clopen subset of X,

cify uealx—neS.



144 IV Starting from Boolean Algebras

PROOF. (=) We have already noted that the constant functions are in A[B]*. For
part (b) note that c € A[B]* implies ¢~!(a) is clopen for a € A as c is continuous.
Also as c has finite range,

[e1 = o] = | 7' (@) n 3 (a)

acA

is a clopen subset of X. Finally

c=calvvelx-wN
isin A[B]* as

cHa) = (7' (@) " N) u (g (@) N (X = N)),
a clopen subset of X for a € A.
(<) For a € Alet c, € AX be the constant function with value a. From (b)

we have, for c € S,

¢Ha) = [le = cll,
a clopen subset of X; hence c is continuous, so ¢ € A[B]*. Finally, if c € A[B]*
let

Ny = [[c = 4]
fora € A. Then
c= U Ca TNM
aceA
soby(c),ce S. O

REFERENCES
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EXERCISES §5

1. Given Boolean algebras By, Bs, define By * By to be (B x BX)*. Show
that for any A, (A[B;]*)[B2]* = A[B; * B2]*; hence (A[B1]*)[B2]* =
(A[B2]*)[B1]*.

2. If F is a filter of B, define 6 on A[B]* by {a,b) € O iff [a = b]] 2 F* (see §4
Ex. 7). Show that A[B]*/0r =~ A[B/F]*.

3. Show that |A[B]*| = |A| - |B]| if either |A| or |B] is infinite, and the other is
nontrivial.

4. (Bergman). Let M be a module. Given two countably infinite Boolean algebras
B;, B; show that M[B;]* =~ M[B:]*. (Hint: (Lawrence) Let (); be an ordered
basis (see §2 Ex. 7) for B;, ¢ = 1,2, and let « : Q1 — @2 be a bijection. For
a € M and g € Q;, let C, [, denote the member of M [B;]* with

Caly (2) a ifxeN,
a T)=
/ 0 ifx¢ N,
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56

Then each member of M[B;]* can be uniquely written in the form Cq, 14, +--- +
Ca, g, Where g1 < --- < @y, ¢; € Q;. Define 5 : M[B1]* — M[Bs]* by

Corlgy -+ Caplg,— Coylag + -+ Ca,, lag,,

where g1 < - - < gy. Then f is the desired isomorphism.)

Show that we can replace M by any algebra A which is polynomially equivalent to
a module.

Ultraproducts and Congruence-distributive Varieties

One of the most popular constructions, first introduced by £.0§ (pronounced “wash’)
in 1955, is the ultraproduct. We will make good use of it in both this and the next
chapter. The main result in this section is a new description due to Jénsson, using
ultraproducts, of congruence-distributive varieties generated by a class K.

Definition 6.1. For any set I, members of Su(I)* are called ultrafilters over I.
Let A;, i € I, be a family of algebras of a given type, and let U be an ultrafilter

over I. Define ; on [ |

iel A; by
{a,by e Oy iff [a=10] €U,

where [[a = b] is as defined in 5.5.

Lemma 6.2. With A;, i€ I, and U as above, Oy is a congruence on | [,c; A;.

PROOF. Obviously, 6 is reflexive and symmetric. If

<a, b> €fy and <b, C> € 0y

then
f[a=c|2[a=0]n[b=]
implies
f[a=c]el,
SO
{a,c)y € By.
If

<a1, b1>, Ce ,<an, bn> € 9U

and f is a fundamental n-ary operation then

[f(a1,... an) = (b1, b)) 2 a1 = b1 A -+ A [an = b,]]

implies {flar, ... an), f(b1,..., b)) € 0p.

Thus 6y is a congruence. O]



146 IV Starting from Boolean Algebras

Definition 6.3. With A;, ¢ € I, and U an ultrafilter over I, we define the

ultraproduct
[ AU

iel

[JA/0u.

iel

to be

The elements of [ [, ; A;/U are denoted by a/U, where a € [ [,o; As.

Lemma 6.4. For a/U, b/U in an ultraproduct | |,.; A;/U, we have

iel

a/U=b/U if [a=0]eU.
PROOF. This is an immediate consequence of the definition. O]

Lemma 6.5. If {A; : i € I} is a finite set of finite algebras, say {B1,...,By}, (I
can be infinite), and U is an ultrafilter over I, then [ [,.; A;/U is isomorphic to
one of the algebras By, . .., B,,, namely to that B; such that

{iEIZAiZBj}EU.
PROOF. Let
sz{iEI:AiZBj}.

Then I=5uvu---usS,

implies (by 3.13) that for some j,
Sj e U.

Let B; = {b1,...,bx}, where the b’s are all distinct, and choose a1, ...,a; €
| [;e; As such that

a1(i) = by, ..., a(i) = by
if i € S;. Then if we are given a € | [,c; Ai,

la=ai]]u---ula=a] 255,

SO
[a=ai]eUor...or[a=a] €U;

hence

a/U=a1/U or ... ora/U=ay/U.
Also it should be evident that a1 /U, ..., a;/U are all distinct. Thus [ [,.; A;/U
has exactly k elements, a1 /U, ..., ax/U. Now for f a fundamental n-ary operation
and for {biyy -y binsbin ) S {brs- ., by}
with

f(bilv v 7b2n) = bin+1>
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we have

[f(ai,--. ai,) = ai, .| 2 5;;
hence

flai, /U, ... a;,)U) = a;,,,/U.
Thus the map

a:[[Ai/U - B;
i€l
defined by
ala/U) = by,

1 <t £ k, is an isomorphism. O]

Lemma 6.6 (Jonsson). Let W be a family of subsets of I(# ) such that

G IeWw,
() ifJeWand J € K € I then K e W, and
(i) if J1u Jo € W then Jy e Wor Jo e W.

Then there is an ultrafilter U over I with

Ucw.

PROOF. If @ € W then W = Su([), so any ultrafilter will do. If @ ¢ W,
then Su(/) — W is a proper ideal; extend it to a maximal ideal and take the
complementary ultrafilter. (]

Definition 6.7. We denote the class of ultraproducts of members of K by Py (K),
for K # O.

Theorem 6.8 (Jonsson). Let V(K) be a congruence-distributive variety. If A is a
subdirectly irreducible algebra in V (K), then

A€ HSPy(K);

hence

V(K) = IPsHSPy(K).

PROOF. Suppose A is a nontrivial subdirectly irreducible algebra in V' (K'). Then
for some choice of A; € K, i € I, and for some B < [ [._; A; there is a surjective
homomorphism

el

a:B— A,
as V(K) = HSP(K) by Theorem 9.5. Let

0 = ker a.

For J < I let

05 = {<a,b>e (HAZ)Q Jc [[a:b]]}.

1€l
One easily verifies that 67 is a congruence on | [,.; A;. Let

QJTBZQJ(\B2
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be the restriction of #; to B, and define W to be

{JcI:0;1pcb}.

Clearly
Iew, O¢Ww,
and if
JeW and JC KC]
then
GK fB - 97
as

OklB< 0B .

Now suppose
PP J1 o JQ € VV,

i.e.,
9J1UJ2 fB < 0.

As
0500, =05, N 0O,,

it follows that
Onon)B=05ntBN0518B.

Since
0=0v(0)15n0s!5)
it follows that
0=0vO;,tB)n(OVvis!B)

by distributivity, and as Theorem 11§6.20 gives

ConB/0 = [0,V]
<ConB

we must have from the fact that B/ is subdirectly irreducible (it is isomorphic to
A)
0=0v0;lB
for 2 = 1 or 2; hence
05, 1B< 0

fori = 1 or 2, so either J; or Jo is in W. By 6.6, there is an ultrafilter U contained
in W. From the definition of W we have

bulpct
as

QUZU{QJ:JEU}.
Let v be the natural homomorphism from [ [,.; A; to [ [,.; A;/U. Then let

S :B — v(B)
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be the restriction of v to B. As

ker 8 =0y tp< 0

we have
A = B/0 = (B/ker 3)/(0/ ker §).
Now
B/ker 3 = v(B) < | [Ai/U
1€l
SO
B/ker g e ISPy (K);

hence

A e HSPy(K).
As every algebra in V(K) is isomorphic to a subdirect product of subdirectly

irreducible algebras, we have

V(K) = IPsHSPy(K). -

One part of the previous proof has found so many applications that we isolate
it in the following.

Corollary 6.9 (Jonsson’s Lemma). If' V' is a congruence-distributive variety and
A; eV, iel ifB<]], A and 0 € Con B is such that B/0 is a nontrivial
subdirectly irreducible algebra, then there is an ultrafilter U over I such that

HUTBQH

where Oy is the congruence on | [..; A; defined by

el

(a,bye 0y iff la=0b]eU.

Corollary 6.10 (Jonsson). If K is a finite set of finite algebras and V(K) is
congruence-distributive, then the subdirectly irreducible algebras of V (K) are in

HS(K),
and

V(K)=I1Ps(HS(K)).
PROOF. By 6.5, Py(K) € I(K), so just apply 6.8. ]
REFERENCES

1. B. Jénsson [1967]
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EXERCISES §6

1. An ultrafilter U over a set [ is free iff (1U = . Show that an ultrafilter U over I is
free iff [ is infinite and the cofinite subsets of I belong to U.

2. An ultrafilter U over I is principal if (\U # (. Show that an ultrafilter U is principal
iffU={J<c1:ie J}forsomeicl.

3. If U is a principal ultrafilter over I and A;, ¢ € I, is a collection of algebras, show that
[l;e; Ai/U = A; where (U = {j}.

4. Show that a finitely generated congruence-distributive variety has only finitely many
subvarieties. Show that the variety generated by the lattice N5 has exactly three
subvarieties.

5. (Jénsson) If A, Ao are two finite subdirectly irreducible algebras in a congruence-
distributive variety and A; 2 A, show that there is an identity p ~ ¢ satisfied by one
and not the other.

6. Given an uncountable set I show that there is an ultrafilter U over I such that all
members of U are uncountable.

7. Show that, for I countably infinite and A infinite, there is a subset S of the set of
functions from 7 to A which has cardinality equal to that of the continuum such that for
f#gwith f,ge S, {i e I: f(i) = g(i)} is finite. Conclude that |AT/U| > 2 if U
is a nonprincipal ultrafilter over I.

§7 Primal Algebras

When Rosenbloom presented his study of the variety of n-valued Post algebras
in 1942, he proved that all finite members were isomorphic to direct powers of
P,, (see II§1), just as in the case of Boolean algebras. However, he thought that
an analysis of the infinite members would prove to be far more complex than the
corresponding study of infinite Boolean algebras. Then in 1953 Foster proved that
every n-valued Post algebra was just a Boolean power of P,,.

Definition 7.1. If A is an algebra and
f: A" = A

is an n-ary function on A, then f is representable by a term if there is a term p
such that
A

flay, ... an) = p™(ay,...,an)

foraq,...,a, € A.

Definition 7.2. A finite algebra A is primal if every n-ary function on A, for
every n = 1, is representable by a term.
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In §10 we will give an easy test for primality, and show that the Post algebras
P,, are primal. However, one can give a direct proof. A key tool here and in later
sections is the switching function.

Definition 7.3. The function

N s:A* > A
on a set A defined by .
fa=19
s(a,b,c,d) = ¢ %a
d ifa#bd

is called the swiftching function on A. A term s(x, y, u, v) representing the switch-
ing function on an algebra A is called a switching term for A.

Theorem 7.4 (Foster). Let P be a primal algebra. Then
V(P) = I{P[B]* : B is a Boolean algebra}.

PROOF. We only need to consider nontrivial P. If F is an equivalence relation on
P and

(a,b) ¢ E,
{c,dye E

with ¢ # d, then choose a term p(x) such that

p(c) = a,
p(d) =0
Thus
E ¢ Con(P);

hence P is simple. Also the only subalgebra of P is itself (as P is the only subset
of P closed under all functions on P). As P has a majority term, it follows that
V(P) is congruence-distributive, so by 6.8 and the above remarks
V(P)=1PsHSPy(P)
= IPs(P) v {trivial algebras}.

Thus we only need to show every subdirect power of P is isomorphic to a Boolean
power of P. Let 7
AP

be a nontrivial subdirect power of P. Recall that for p;, ps € P! we let

[p1 = p2ll = {i € I : p1(i) = pa2(i)}.

In the following we will let s(z, y, u, v) be a term which represents the switching
function on P.

Claim i. The constant functions of P! are in A.
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This follows from noting that every constant function on P is represented by a
term.

Claim ii. The subsets a1 = az|, for a1,a2 € A, of I form a subuniverse of the
Boolean algebra Su(I).

Let c1, co be two elements of A with
[[Cl = CQ]] = @

(such must exist as we have assumed P is nontrivial). Then for a1, as, b1,bs € A
the following observations suffice:

I={ec1=c]
a1 = az]l © b1 = ba2]| = [[s(a1, az, b1, b2) = bl
a1 = az]| N [[b1 = b2]] = [s(a1, a2, b1,a1) = s(a1,az, b2, az)]|
I =l = az]l = [s(ar, az,c1, ¢2) = 2.

Let B be the subalgebra of Su(/) with the universe

{lar = az2]| : a1, a2 € A},
and let
X = B*.
Claim iii. For a € A and U € X there is exactly one p € P such that a~'(p) € U.

Since P is finite this is an easy consequence of the facts

Jea'p =1eT,

peP

U is an ultrafilter, and the a ! (p)’s are pairwise disjoint.
So letus define o : A x X — P by

ola,U)=p iff a (p)el.
Then let us define o : A — PX by

(a)(U) = o(a,U).
Clearly all the constant functions of PX are in oA (just look at the images of
the constant functions in A).
Claim iv. Fora,be A, [[aa = ab]| ={U € X : la=b] € U}.
To see this we have
[aa = ab]] ={U € X : (@a)(U) = (ab)(U)}
={UeX:0(a,U)=0(bU)}
={UeX:a'(p)eUb ' (p) €U for some p € P}
={Ue X :|a=0]|eU} (why?).

Thus a typical clopen subset of X is of the form [Jaa = ab]].



§7 Primal Algebras 153

Next for a1, as € A and N a clopen subset of X, choose by, by € A with

NZ{UGXi[[blzbg]]EU}.

Let
a=aylpvasli—m
where
M = [[by = ba].
Then
ac€ A
as
a = S(bl,bg,al,CLQ).
Now
[aa = aai]] = {U e X : [Ja=a1] e U}
S{UeX:MeU}
:N,
and
[aa = aas]| = {U e X : [la = az] € U}
2{UeX:1—-MeU}
=X-—-N;
hence ’

aa =aa) Ty Uaaslx_nN -

Then by 5.6 we see that
a(A) = P[B]*.

The map « is actually a bijection, for if a1, as € A with
a; # ag

then choosing, by 3.15(b), U € X with

a1 = az] ¢ U,
we have
(war)(U) # (aaz)(U).
Finally, to see that « is an isomorphism, let a1, ..., a, € A, and suppose f is

an n-ary function symbol. Then for U € X and p such that

O—(f(aly---;an)aU) =p

WE can use
flay,..a)™ )= | ai') o nay ()
piEP
f(p1,e-5Pn)=p
and

fla,...,ap) (p)eU
to show that, for some choice of p1, ..., p, with f(p1,...,pn) = p,

a;'(p1) N na,(pn) €U

Hence
a;l(pi)eU, 1<i<n,
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and thus
o(a;,U) = pi, 1<i<n
Consequently,
alf(ar,...,a))(U) =o(f(at,...,a,),U)
=P
= f(p1,---,pn)
= f(o(a1,U),...,0(a,,U))
= f((aa)(U),. .., (aan)(U))
= flaay, ..., aa,)(U),
SO
af(ar,...,an) = flaar,...,aay) O
REFERENCES

1. A.L. Foster [1953b]
2. P.C. Rosenbloom [1942]

EXERCISES §7

1. Show that a primal lattice is trivial.

2. Show that if B is a primal Boolean algebra, then |B| < 2.

3. Prove that for p a prime number, {Z/(p), +,-, —, 0, 1) is a primal algebra.
4. Prove that the Post algebras P,, are primal.
5

. If B1, By are Boolean algebras and a : By — By is a homomorphism, let @ : Bf* —
B3* be the corresponding homomorphism defined by @(Ny) = N ;). Then, given
any algebra A, define o* : A[B1]* — A[Bs]* by

[a*c =c,] =afc =c,], forae A.

Show that o* is a homomorphism from A[B;]* to A[Bs]*.

6. If P is a primal algebra, show that the only homomorphisms from P[B;]* to P[B]*
are of the form o* described in Exercise 5.

6. If P is a nontrivial primal algebra, show that P[B;]* = P[B;]* iff B; =~ B..

8. (Sierpiniski). Show that any finitary operation on a finite set A is expressible as a
composition of binary operations.

§8 Boolean Products

Boolean products provide an effective generalization of the notion of Boolean
power. Actually the construction that we call “Boolean product” has been known
for several years as “the algebras of global sections of sheaves of |
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algebras over Boolean spaces”’; however, the definition of the latter was unneces-
sarily involved.

Definition 8.1. A Boolean product of an indexed family (A, )zex, X # O, of
algebras is a subdirect product A < [ [,y Ay, where X can be endowed with a
Boolean space topology so that

(i) [Ja = b] is clopen for a,b € A, and

(ii) ifa,b € A and N is a clopen subset of X, then

afN Ube,NEA.

We refer to condition (i) as “equalizers are clopen”, and to condition (ii) as “the
patchwork property” (draw a picture!). For a class of algebras K, let I'*(K') denote
the class of Boolean products which can be formed from nonempty subsets of K.
Thus I'*(K) € Pg(K).

Our definition of Boolean product is indeed very close to the description of
Boolean powers given in 5.6. In this section we will develop a technique for
establishing the existence of Boolean product representations, and apply it to
biregular rings. But first we need to develop some lattice-theoretic notions and
results.

Definition 8.2. Let L be a lattice. An ideal I of L is a nonempty subset of L such
that

()ael, belL,andb<a=bel,

(i)a,be=avbel.

I is proper if I # L, and [ is maximal if I is maximal among the proper ideals of
L. Similarly we define filters, proper filters, and maximal filters of L.

Parallel to 3.7, 3.8, and 3.9 we have (using the same proofs) the following.

Lemma 8.3. The set of ideals and the set of filters of a lattice are closed under
finite intersection, and arbitrary intersection provided the intersection is not empty.

Definition 8.4. Given a lattice L and a nonempty set X < L, let I(X) denote
the least ideal of L containing X, called the ideal generated by X, and let F(X)
denote the least filter of L containing X, called the filter generated by X .
Lemma 8.5. For a lattice L and @ # X < L we have

I(X)={aeL:a<ajv---vayforsomeay,...,a, € X}

F(X)={aeL:a>ay A A ayforsomeay,...,a, € X}.
In particular if J is an ideal of L and b € L, then
I(Ju{b})={aeL:a<jvbforsomeje J}.
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Definition 8.6. A lattice L is said to be relatively complemented if for

a<b<c
in LL there exists d € L with

bnad=a,

bvd=c

d is called a relative complement of b in the interval [a, c|.

Lemma 8.7. Suppose L is a relatively complemented distributive lattice with 1
an ideal of L and a € L — 1. Then there is a maximal ideal M of L with

ICM, a¢M.

Furthermore, L — M is a maximal filter of L. The same results hold interchanging
the words ideal and filter.

PROOF. Use Zorn’s lemma to extend I to an ideal M which is maximal among the
ideals of L containing I, but to which a does not belong. It only remains to show
that M is actually a maximal ideal of L. For by, by ¢ M we have

aeI(Mu{b}), 1=1,2;

hence for some c; € M, © = 1,2,

Hence

a<(byver)a(bever)

= (bl A bg) vV [(b1 A CQ) vV (Cl A bg) vV (Cl A 62)].

As the element in brackets is in M, we must have
by Abyg M

as a ¢ M. Thus it is easily seen that L — M is a filter. Now given by, bs ¢ M,
choose ¢ € M with
C < bl.

Then let d; € L be such that
b1 vdi =b1 v by,

bl/\dlzc,

i.e., d is a relative complement of b; in the interval [c, by v bo]. As L — M is a
filter and ¢ ¢ L — M, it follows that d; € M. But then

by < by v dy
says
bg € I(M ) {bl});
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hence
L =1I(Muv{b}).

Consequently M is a maximal ideal. O
Lemma 8.8. In a distributive lattice relative complements are unique if they exist.

PROOF. Suppose L is a distributive lattice and
a<b<c

in L. If d; and d; are relative complements of b in the interval [a, c], then

d1 = d1 AN C

= dl A (b Vv d2)

= (dl A b) \4 (dl A dg)

= dl A dg.
Likewise

d2 = dl A dg,
SO
dy = dy.

O

Definition 8.9. If L is a relatively complemented distributive lattice with a least
element O and a,b € L, then a . b denotes the relative complement of b in the
interval [0, a v b].

Lemma 8.10. If L is a distributive lattice with a least element O such that for
a,b € L the relative complement (denoted a ~. b) of b in the interval [0,a v b]
exists, then L is relatively complemented.

PROOF. Let
a<b<ec
hold in L. Let
d=av(c\b).
Then
bvd=bv(c\b) =c,
and
bad=bnalav (c\D)]
=av[ba (c\D)]
= a7
so d is a relative complement of b in [a, c]. 0

Now we have all the facts we need about relatively complemented distributive
lattices, so let us apply them to the study of Boolean products.
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Definition 8.11. If A is an algebra, then an embedding

a:A— HA$
zeX

gives a Boolean product representation of A if a(A) is a Boolean product of the
A.’s.

Theorem 8.12. Let A be an algebra. Suppose L is a sublattice of Con A such
that

(i) AelL,
(1) the congruences in L permute,
(iii) L is a relatively complemented distributive lattice, and
(iv) for each a,b € A there is a smallest member Oy, of L with {a,b) € Oy,

Let
X = {M : M is a maximal ideal of L} u {L},

and introduce a topology on X with a subbasis

{Ng:0e L} u{Dg:0€ L}

where

Nog={MeX:0e M},

and
Dyg={MeX:0¢ M}

Then X is a Boolean space, | J M is a congruence for each M € X, and the map

a:A—> H(A/UM)

MeX

defined by
(aa)(M) = a/| JM

gives a Boolean product representation of A such that

[aa = ab]] = Ny,
Consequently,
AeIr({A/| M : M e X}).
PROOF.

Claim i. The subbasis
{NQ:QEL}U{DQ:QEL}
is a field of subsets of X, hence a basis for the topology. In particular,

@) X =Na, @ =Dy,
and for 0, ¢ € L,

(b) Ng U Ny = Nyng,
() Ng 0 Ny = Ny 4,
(d) Dg v Dy = Dy, 4,
(€) Do N Dy = Dgng,
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() N9 u Dy = Ng-_4,

(&) N9 n Dy = Dy o,

and

(h)XZNgUD@, @ZNQHDQ.

PROOF. (a) Clearly
X = Na, @ =Dax.

The proofs below make frequent use of the fact that L — M is a filter of L if
MeX —{L}.
(b) MeNyguNyift0e M or ¢peM
iff0ngpeM
iff M € N@m¢.

One handles (c) similarly.

(d MeDyguDyiff0¢ M or ¢¢ M
iffo v ¢ M
iffM€D9V¢.

One handles (e) similarly.

(f) From the statements
pn(@~gp)=A
O~pc0
0cOvod=a¢v (0N
it follows, for M € X, that
peM or O~NpeM
0¢ M or O~N¢peM
op¢M or O~N¢p¢M or Oe M.

The first two give

ONop¢gM=0¢ Mandpe M
and from the third

O~peM=0ecMorgp¢ M.
Thus

O~opeM<0eMorgpé¢ M.

(g) This is an immediate consequence of (f).
(h) (These assertions are obvious.)

Thus we have a field of subsets of X. O

Claim ii. X is a Boolean space.

PrROOF. If My,Ms € X and M; # Moy, then without loss of generality let
0e M1 — MQ. Then
M € Ny,

My € Dy,
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so X is Hausdorff. From claim (i) we have a basis of clopen subsets. So we only
need to show X is compact. Suppose

X = JNg, v | Dy,

el jeJ
As L € X it follows that I # O, say ip € I. Let

Dgg = Ngi M D9i0

and
D¢9 = D¢j M Deio‘
Then
Dgio =Xn Dgio
iel jeJ

If the ideal of L generated by
{9;:i€]}u{¢;:j€J}

does not contain 6;,, then it can be extended to a maximal ideal M of L such that
0, ¢ M. But then

M € Dy, — (UDgi U UD%),

el jeJ

which is impossible. Thus by 8.5 for some finite subsets Iy (of I) and Jy (of J)

we have
o <\ 0\ 4
i€l jEJO
hence, by claim (i),
/
Deio = U D9i Y U D(b;"
i€l jeJo
As
DG’. < N9 )
D¢9 - D¢
we have
X = Nezo o DO'LO
_Ngl U UNQZ o U Dd>]7
i€l Jj€Jo
so X is compact. u

Claim iii. « gives a Boolean product representation of A.

PROOF. Certainly « is a homomorphism. If @ # b in A, then

{0 € L:{a,b)e b}
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is a proper filter of L. Extend this to a maximal filter F’ of L, and let

M =L-—F,
a maximal ideal of L. Thus {a,b) ¢ U M
as
{a,by ¢ 0
for 6 € M. From this follows
N (UM) - A,
MeX

so A is a subdirect product of the A /| J M by II§8.2.

For a,b € A we have

[aa = ab] = {MeX;(a,b>€UM}
={MeX:04€cM}

ab’

so equalizers are clopen.

Next given a,b € A and 0 € L. we want to show

(ca) N, U (ab) I x—nN, € A.

Choose ¢ € L such that
{a,b) € ¢.
Then

la,bye b v o =60v (p\0),

so by the permutability of members of L there is a ¢ € A with

{a,cye D,
As {c,bye o\ 0.
[aa = ac]] = Ny,
2 Ny
and
[ac = ab]] = Ny,

2 N¢\9

= N¢ \ Dg

2 Dy
we have

ac=aalyn, Uablp,,

so A has the patchwork property.
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Definition 8.13. Given A let
Spec A = {¢ € Con A : ¢ is a maximal congruence on A} u {V'},
and let the topology on Spec A be generated by
{E(a,b)|a,be A} U {D(a,b)|a,be A},
where
E(a,b) = {¢ € Spec A : {a,b) € ¢},
D(a,b) = {¢ € Spec A :{a,b) ¢ ¢}.

Corollary 8.14. Let A be an algebra such that the finitely generated congruences
permute and form a sublattice L of Con A which is distributive and relatively
complemented. Then the natural map

B:A— ] A/

0e Spec A

gives a Boolean product representation of A, and for a,b € A,

[8a = Bb]] = E(a,b).
PROOF. Let M € X, X as defined in 8.12. If

M=1L
then
UM =V e Spec A.
If
M # L,
then for some a,b € A,
O(a,b) ¢ M,
SO
(a,by¢ | M.
If  J M is not maximal then, for some § € Con A,
UM cCH#V
and
| =0
But
0=|JipeL:o<0},
SO

I={¢eL:¢p< 6}

is a proper ideal of L such that M < I but M # I. This contradicts the maximality
of M. Hence M € X implies

UM € Spec A.
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If My, M € X with

then it is readily verifiable that

And for 6 € Spec A, clearly

{peL:¢pcb}

is in X. Thus the map
o:X — Spec A

defined by
oM = M
is a bijection. For a, b € A note that
o(No(ap)) = o{M € X : O(a,b) € M}
- {UM M e X,{a,b)e UM}
= {0 € Spec A : {(a,b) € 0}
= E(a, b);
hence o is a homeomorphism from X to Spec A. Thus
B:A— ] A/
0e Spec A

gives a Boolean product representation of A where

[Ba = pb]] = E(a,b). 0

EXAMPLE (Dauns and Hofmann). A ring R is biregular if every principal ideal is
generated by a central idempotent (we only consider two-sided ideals). For r € R
let I(r) denote the ideal of R generated by r. If @ and b are central idempotents of
R, it is a simple exercise to verify

I(a) v I(b) = I(a + b — ab)

and
I(a) A I(b) = I(ab).

Thus, for R biregular, all finitely generated ideals are principal, and they form a
sublattice of the lattice of all ideals of R. From the above equalities one can readily
check the distributive laws, and finally

I(b) ~ I(a) = I(b— ab),

i.e., the finitely generated ideals of R form a relatively complemented distributive
sublattice of the lattice of ideals of R; and of course all rings have permutable
congruences. Thus by 8.14, R is isomorphic to a Boolean product of simple rings
and a trivial ring. (A lemma of Arens and Kaplansky shows that the simple rings
have a unit element.)
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EXERCISES §8

1. If L is a distributive lattice, I is an ideal of L, and ¢ € L — I, show that there is an
ideal J which contains I but a ¢ J, and L — J is a filter of L. However, show that
J cannot be assumed to be a maximal ideal of L.

2. (Birkhoff). Show that if L is a subdirectly irreducible distributive lattice, then
|L] < 2.

3. Verify the details of the example (due to Dauns and Hofmann) at the end of §8.

4. Let A be an algebra with subalgebra Ag. Given a Boolean algebra B and a closed
subset Y of B*, let
C={ce A[B]*: c(Y) € Ap}.

Show that C'is a subuniverse of A[B]*, and C € I"*({A, Ap}).

5. If A is a Boolean product of (A, ).cx and Y is a subset of X, let Aly = {aly:
a € A}, a subuniverse of [ [, A,. Let the corresponding subalgebra be A [y. If
N is a clopen subset of X, @ # N # X, show

A%ArN X ArX—N-

Hence conclude that if a variety V' can be expressed as V' = [1'*(K), then all the
directly indecomposable members of V" are in I(K).

§9 Discriminator Varieties

In this section we look at the most successful generalization of Boolean algebras
to date, successful because we obtain Boolean product representations (which can
be used to provide a deep insight into algebraic and logical properties).

Definition 9.1. The discriminator function on a set A is the function ¢ : A3 — A
defined by

a ifa#bd

t(aa b, C) = .

c ifa=">.
A ternary term t(x, y, z) representing the discriminator function on A is called a
discriminator term for A.
Lemma 9.2. (a) An algebra A has a discriminator term iff it has a switching term
(see §7).

(b) An algebra A with a discriminator term is simple.
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PROOF. (a) (=) If t(x,y, z) is a discriminator term for A, let s(z,y,u,v) =
t(t({E, Y, u), t(m7 Y, U)a U)-
(<) If s(z,y,u,v) is a switching term for A, then let t(z, y, 2) = s(z,y, 2, x).
(b) Let s(x, y, u, v) be a switching term for A. If a, b, ¢,d € A with a # b, we

have
{c,d) = {(s(a,a,c,d),s(a,b,c,d)) € O(a,b);

hence
a#b=0(a,b) =V.

Thus A is simple. ]

Definition 9.3. Let K be a class of algebras with a common discriminator term
t(z,y, ). Then V(K) is called a discriminator variety.

EXAMPLES. (1) If P is a primal algebra, then V (P) is a discriminator variety.

(2) The cylindric algebras of dimension n form a discriminator variety. To
see this let c(x) = co(cq(. .. (cn—1(x)...). From §3 Exercise 7 we know that a
cylindric algebra A of dimension 7 is subdirectly irreducible iff for a € A,

a#0=c(a) =1.
Thus the term ¢(z, y, z) given by
[c(z +y) Anx] v [c(z+y) A 2]

is a discriminator term on the subdirectly irreducible members. This ensures that
the variety is a discriminator variety.

Theorem 9.4 (Bulman-Fleming, Keimel, Werner). Let t(x,y, z) be a discrimina-
tor term for all algebras in K. Then

(a) V(K) is an arithmetical variety.
(b) The indecomposable members of V (K) are simple algebras, and
(¢) The simple algebras are precisely the members of ISPy (K ), where K is K,

augmented by a trivial algebra.
(d) Furthermore, every member of V(K) is isomorphic to a Boolean product of
simple algebras, i.e.,

V(K) = ISPy (K.).

PROOF. As t(z,y, z) is a 2/3-minority term for /&, we have an arithmetical variety
by I1§12.5. Hence the subdirectly irreducible members of V' (K') are in HS Py (K)
by 6.8. For A; € K, ie I, Ue Su(l)* and a,b,c € [, Ay if

a/U = b/U
then

t(a/U,b/U, c/U) = t(a,b,c)/U
=c/U
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as
[t(a,b,c) =c]|e U
since
[a=0]eU
and
[t(a,b,c) =c]| 2 [[a = b].
Likewise,
[a=b]¢U
=I—-Jla=0b]eU
= [t(a,b,c) = a] € U;
hence

a/U # b/U = t(a/U,b/U,c/U) = a/U,

thus ¢ is a discriminator term for [ [,.; A;/U. If now

B<[[A/U
iel
then ¢ is also a discriminator term for B. Consequently, all members of S Py (K)
are simple by 9.2. It follows by 6.8 that the subdirectly irreducible members of
V(K) are up to isomorphism precisely the members of SP; (K ), and all subdi-

rectly irreducible algebras are simple algebras with ¢(x, y, z) as a discriminator
term.

To see that we have Boolean product representations let
A € PsSPy(K.),

say A < [[,c;S:,Si € SPy(Ky4). Let s(x,y,u,v) be a switching term for
SPy(K ) (which must exist by 9.2). If a, b, ¢,d € A and

[la =b] < [[c=d]
then
{e,dy ={s(a,a,c,d),s(a,b,c,d)) e Oa,b).
Thus
{a,by € {{c,d) : [Ja =b] S [lc =d]} € O(a,b).
The set

{{e,d): [la = b]| < [lc = d]}}
is readily seen to be a congruence on A; hence
O(a,b) = {{e,d) : [[a = b]] € [[c = d]}.
From this it follows that

O(a,b) v O(c,d) = O(t(a,b,c),t(b,a,d))
O(a,b) A O(c,d) = O(s(a,b,c,d),c).

Let us verify these two equalities. For i € I,

t(a,b,c)(i) = t(b,a,d)(i)
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holds iff
a(i) = b(i) and ¢(i) = d(i);
hence
[t(a,b,c) = t(b,a,d)]] = [[a = b]] N [[c =d],
SO
{a,by,{c,dy € O(t(a,b,c),t(b,a,d)),
thus
O(a,b),O(c,d) < O(t(a,b,c),t(b,a,d)).
This gives

O(a,b) v O(c,d) < O(t(a, b, c), t(b,a,d)).

Now clearly
(t(a,b,c),t(b,a,d)) € O(a,b) v Oc,d)

t(a,b,c)O(a,b)t(a,a,c)O(c,d)t(a,a,d)O(a, b)t(b,a,d).
Thus
(t(a,b,c),t(b,a,d)) e Oa,b) v O(c,d),

O(a,b) v O(c,d) = O(t(a, b, c), t(b,a,d)).
Next, note that
s(a,b,c,d)(i) = (i) iff a(i) = b(i) or c(i) = d(i);
hence
[s(a,b,c,d) =c]] = [[a=0b] u[lc=Ad].
This immediately gives
O(s(a,b,c,d),c) < O(a,b),O(c,d),

SO
O(s(a,b,c,d),c) = O(a,b) N O(c,d).

Conversely, if
<61, 62> € @(aa b) N @(Cv d)

then
[a =0b],lc =d] € [lex1 = ez2]],
SO
[s(a,b,c,d) =c]| =la=0]] U lc=d]
= [[61 = 62]],
thus
<€1, 62> € Q(S(av ba c, d)7 C).
This shows

O(a,b) n BO(c,d) = O(s(a, b, c,d),c).

The above equalities show that the finitely generated congruences on A form a
sublattice L of Con A, and indeed they are all principal. As V(K) is arithmetical
L is a distributive lattice of permuting congruences. Next we |
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show the existence of relative complements. For a, b, ¢, d € A note that
O(c,d) A O(s(e,d,a,b),b) = O(s(c,d, s(c,d,a,b),b),s(c,d,a,b))
=A
as one can easily verify
S(C’ d? 5(67 d? a’? b)? b) = 5(67 d? a/7 b);
and
O(c,d) v O(s(c,d, a,b),b) = O(t(c,d, s(c,d, a, b)), t(d, c, b))

= Q(t(c> d, CL), t(d7 &) b))
(just verify that both of the corresponding equalizers are equal to [[c = d]| N [[a =
b]]); hence

= O(a,b) v O(c,d).
Thus

O1(a,b) ~ O(c,d) = O(s(c,d, a,b),b),

so L is relatively complemented.

Applying 8.14, we see that A € IT*SPy (K ).

Note that if a variety V' is such that V' = IT*(K) then Vp; < I(K), where
Vpr is the class of directly indecomposable members of V. ]
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EXERCISES §9

1. (a) Show that the variety of rings with identity generated by finitely many finite
fields is a discriminator variety. (b) Show that the variety of rings generated by
finitely many finite fields is a discriminator variety.

2. If A is a Boolean product of an indexed family A, x € X, of algebras with a
common discriminator term, show that for each congruence 6 on A there is a closed
subset Y of X such that

0 ={{a,bpe AxA:Y C [a =0]},
and hence for § a maximal congruence on A there is an z € X such that

0= {{a,bpe Ax A:a(z)=>b(x)}

3. If Ay, A, are two nonisomorphic algebras with A; < A, and with a common
ternary discriminator term, show that there is an algebra in I"*({A1, As}) which is
not isomorphic to an algebra of the form A;[B1]* x As[B2]*.

The spectrum of a variety V, Spec (V'),is {|A| : A € V, A is finite}.

4. (Gritzer). For S a subset of the natural numbers, show that S is the spectrum
of some variety iff 1 € S and m,n € S = m-n € S. [Hint: Find a suitable
discriminator variety.]
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5. (Werner). Let R be a biregular ring, and for a € R let a* be the central idem-
potent which generates the same ideal as a. Show that the class of algebras
(R,+,-,—,0,*) generates a discriminator variety, and hence deduce from 9.4
the Dauns-Hofmann theorem in the example at the end of §8.

§10 Quasiprimal Algebras

Perhaps the most successful generalization of the two-element Boolean algebra
was introduced by Pixley in 1970. But before looking at this, we want to consider
three remarkable results which will facilitate the study of these algebras.

Lemma 10.1 (Fleischer). Let C be a subalgebra of A x B, where A, B are in
a congruence-permutable variety V. Let A’ be the image of C under the first
projection map «, and let B' be the image of C under the second projection map
B. Then

C = {{a,bye A’ x B": d/(a) = '(b)}

for some surjective homomorphisms o’ : A’ - D, 3 : B’ - D.

PROOF. Let 6 = kera[¢ v ker B¢, and let v be the natural map from C to C/6.
Next, define
o A'—>C/o

to be the homomorphism such that
v=aoalc,

and
to be such that

(See Figure 29.) Suppose c € C. Then
c ={ac,Bcye A" x B
and

o (ae) = ve

SO
ce {{a,bye A" x B': d'(a) = B'(b)}.

Conversely, if
{a,bye A’ x B and o/(a) = B'(b)

let ¢1, co € C with
alc) = a, B(c2) = b.
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Then

vic1) = daler)
= d/(a)
= B'(b)
= f'(Bea)

= v(c2),

SO
<01, C2> € 9;

hence {c1, c2) € ker aw o ker # as C has permutable congruences. Choose ¢ € C
such that

c1(ker a)c(ker B)ca.
Then
a(c) = alcr) = a,
B(C = 6(62) = b,
o)
¢ ={a,b);
hence
{a,bye C.
This proves
C = {{a,bye A" x B": d/(a) = B'(b)}. [
Corollary 10.2 (Foster-Pixley). Let Sy, . .., S, be simple algebras in a congruence-

permutable variety V. If
C<Syx---x8S,
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is a subdirect product, then

Cx=S; x---x§;

K

for some {iq,... i} < {1,...,n}

PROOF. Certainly the result is true if n = 1. So suppose m > 1 and the result is
true for all n < m. Then C is isomorphic in an obvious way to a subalgebra C*
of (S1 x +++ x Sp—1) X Sy Let
A=S; x---x8,,_1,
B=S,,.

Let
o Al - D,
8 :B —-D

be as in 10.1. (Of course B’ = B.) As [’ is surjective and B’ is simple, it follows
that D is simple.

If D is nontrivial, then 3’ is an isomorphism. In this case
C* = {{a,bye A" x B" : o/a = b}
implies
C* = {{a, ' d/a) : a € A'},
SO
A~ C*
under the map
a— {a,f 1 a)

(just use the fact that 3’ o’ is a homomorphism from A’ to B’), and hence
Cx~A' As
A'<Sy x-- xS, 1

is a subdirect product, then the induction hypothesis implies C is isomorphic to a
product of some of the S;, 1 <7 < m.

The other case to consider is that in which D is trivial. But then
C* = {{a,bye A x B' : /a = 3'b}
=A"x B,

)
C>~A'"xB.

As A’ is isomorphic to some product of the S; and B’ is isomorphic to S,,, we
have C isomorphic to a product of suitable S;’s. ]

Definition 10.3. Let f be a function from A™ — A. Define f on A? by

flar,bry, ... . lan,bpy) = {f(a1,...,an), f(b1,...,bn)).
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For an algebra A we say f preserves subalgebras of A? if, for any B < A2,
f(B") € B,
i.e., B is closed under f.
Lemma 10.4 (Baker-Pixley). Let A be a finite algebra of type F with a majority
term M (x,y, z). Then for any function
f:A" = A, nzl,
which preserves subalgebras of A? there is a term p(x1, . .., Ty,) of type F repre-
senting f on A.
PROOF. First note that for B < A we have
f(B") < B

as

C = {(b,by: be B}

is a subuniverse of A2; hence

f(cm e,

i.e., if we are given by, ...,b, € B thereis a b € B such that

f(<b1; bl>7 ) <bn7 bn>) = <b7 b>

But then
Fbr,...,by) = b.
Thus given any n-tuple {aq, ..., a,y € A™ we can find a term p with
play,...,an) = flay, ..., ay)
as

flai,...,an) € Sg({a1,...,an})
(see I1§10.3). Also given any two elements

<a1,...,an>,<b1,. . .,bn>€ An,

we have
f(<a1, b1>, ey <an, bn>) € Sg({(al, b1>, . ,<an, bn>}),

hence there is a term g with

q(<a1,b1>,...,<an,bn>) = f(<a1,b1>,...,<an,bn>),
qlar,...,an) = flay,...,ap)

and
q(bl, . .,bn) = f(bl, .. .,bn).

Now suppose that for every k elements of A, k > 2, we can find a term
function p which agrees with f on those & elements. If & # | A|™, let S be a set of
k + 1 elements of A”. Choose three distinct members {a, ..., a,), |
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b1,y ... b, {c1,...,cny of S, and then choose terms p1, p2, p3 such that p;
agrees with f on the set S — {(ay, ..., an)}, etc. Let

p(x1, ... x,) = M(pl(xl, ces ), p2(x1, . ), p3(T1, - - ,xn))

Since for any member of S at least two of p1, ps, p3 agree with f, it follows that
p agrees with f on S. By iterating this procedure we are able to construct a term
which agrees with f everywhere. ]

Definition 10.5. An algebra S is hereditarily simple if every subalgebra is simple.

Definition 10.6. A finite algebra A with a discriminator term is said to be
quasiprimal.

Theorem 10.7 (Pixley). A finite algebra A is quasiprimal iff V (A) is arithmetical
and A is hereditarily simple.

PROOF. (=) In §9 we verified that if A has a discriminator term then A is
hereditarily simple and V' (A) is arithmetical.

(<) Lett : A> — A be the discriminator function on A. Since V(A) is
arithmetical, it suffices by 10.4 and 1I§12.5 to show that ¢ preserves subalgebras
of A2, So let C be a subalgebra of A2. Let A’ be the image of C under the first
projection map, and A” the image of C under the second projection map. By 10.1
there is an algebra D and surjective homomorphisms

o Al 5D,
IBI . AI/ s D
such that
C = {<a’,a”> e A xA":dd = ﬁ'a”}.

As A is hereditarily simple, it follows that either o/ and /3’ are both isomorphisms,
or D is trivial. In the first case

C = {(a',,ﬁ'_la'a'> cd e A’},
and in the second case
C=A xA".

Now let
' a"y, V0", (") e A%,

and let C be the subuniverse of A? generated by these three elements. If C'is of
the form

{{d',va"y:d e A"}
for some isomorphism
v: A — A

(v was 5’1o’ above), then

a'a"y = 0"y iff o =V
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hence

(" ifd =

t(<a/, a”>, <b,7 b”>’ <C,’ C”>) = <t(a’, v, C,)’ t(a”a v, C”)> - {<a’, a ifa #V,

and in either case it belongs to C. If C'is
A x A
then as

t(<a/, a/l>7 <bl, b”>, <CI, C”>) € {<a/’ (I”>, <(II, C”>, <C/, C”>, <cl7 CL”>} c C

we see that this, combined with the previous sentence, shows ¢ preserves subalge-
bras of A2, O

Corollary 10.8 (Foster-Pixley). For a finite algebra A the following are equiva-
lent:

(a) A is primal,

(b) V(A) is arithmetical and A is simple with no subalgebras except itself, and
the only automorphism of A is the identity map, and

(c) A is quasiprimal and A has only one subalgebra (itself) and only one auto-
morphism (the identity map).

PROOF. (a = b) If A is primal then there is a discriminator term for A so V' (A)
is arithmetical and A is simple by §9. As all unary functions on A are represented
by terms, A has no subalgebras except A, and only one automorphism.

(b = c¢) This is immediate from 10.7.

(c = a) A? can have only A? and {{a, a) : a € A} as subuniverses in view
of the details of the proof of 10.7. Thus for f : A — A, n > 1, itis clear that
f preserves subalgebras of A2. By 10.4, f is representable by a term p, so A is
primal. L]

EXAMPLES. (1) The ring Z/(p) = {Z/(p),+,+, —,0, 1) is primal for p a prime
number as Z/(p) = {1,1 + 1,...}; hence Z/(p) has no subalgebras except itself,
and only one automorphism. A discriminator term is given by

Hay2) = (@ -y a4 1 (@ -y ]2

(2) The Post algebra P, = ({0,1,...,n—1},v, A,’,0,1) is primal as P,, =
{0,0,... ,0("_1)}, where a(*) means k applications of ’ to a; hence P,, has no
subalgebras except P, and no automorphisms except the identity map. For the
discriminator term we can proceed as follows. For a,b € P,,

/\ a® vo®) =0 iff a=0b

1<k<n

(~)/_ 0 ifa:()
/\ aj) _{1 ifa # 0.

1<j<n—1
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Thus let

Then

0 ifa=5>
a,b) =
9(a;b) {1 ifa # 0.

Now we can let
tx,y,2) = [9(z,y) A x] v [g(g(z,y), 1) A 2].

It is fairly safe to wager that the reader will think that quasiprimal algebras are
highly specialized and rare—however Murskii proved in (4) below that almost all
finite algebras are quasiprimal.
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EXERCISES §10

1. Show that one cannot replace the “congruence-permutable” hypothesis of 10.1 by
“congruence-distributive”. [It suffices to choose C to be a three-element lattice.]

2. Show that every finite subdirect power of the alternating group A is isomorphic to
a direct power of As.

3. If V is a congruence-permutable variety such that every subdirectly irreducible
algebra is simple, show that every finite algebra in V' is isomorphic to a direct
product of simple algebras.

4. (Pixley). Show that a finite algebra A is quasiprimal iff every n-ary function, n > 1,
on A which preserves the subuniverses of A2 consisting of the isomorphisms
between subalgebras of A can be represented by a term.

5. (Quackenbush). An algebra A is demi-semi-primal if it is quasiprimal and each iso-
morphism between nontrivial subalgebras of A can be extended to an automorphism
of A. Show that a finite algebra A is demi-semi-primal iff every n-ary function,
n > 1, on A which preserves the subalgebras of A and the subuniverses of A2
consisting of the automorphisms of A can be represented by a term.

6. (Foster-Pixley). An algebra A is semiprimal if it is quasiprimal with distinct
nontrivial subalgebras being nonisomorphic, and no subalgebra of A has a proper
automorphism. Show that a finite algebra A is semiprimal iff every n-ary function,
n = 1, on A which preserves the subalgebras of A can be represented by a term.
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§11 Functionally Complete Algebras and
Skew-free Algebras

A natural generalization of primal algebras would be to consider those finite
algebras A such that every finitary function on A could be represented by a
polynomial (see II§13.3). Given an algebra A of type .#, recall the definition of
4 and A 4 given in 11§13.3.

Definition 11.1. A finite algebra A is functionally complete if A 4 is primal, i.e.,
if every finitary function on A is representable by a polynomial.

In this section we will prove Werner’s remarkable characterization of function-
ally complete algebras A, given that V' (A) is congruence-permutable.

Definition 11.2. Let 2; denote the two-element distributive lattice (2, v, A)
where 2 = {0,1} and 0 < 1.

Lemma 11.3. Ler S be a finite simple algebra such that V (S) is congruence-
permutable and
Con(SY) = 27

forn < w. Then S is functionally complete.

PROOF. For brevity let F denote Fy(s,)(Z,7,%). From I1§11.10 it follows that
F € ISP(Sg). As Sg has no proper subalgebras, F is subdirectly embeddable in
S’g for some k. Then from 10.2, we have

F =~ S%
for some n, so by hypothesis
Con(F) = 27.

Thus Con F is distributive, so by I1§12.7, V(Sg) is congruence-distributive. Since
V(S) is congruence-permutable so is V' (Sg) (just use the same Mal’cev term for
permutability); hence V' (Sg) is arithmetical. As Sg has only one automorphism,
we see from 10.8 that Sg is primal, so S is functionally complete. O

The rest of this section is devoted to improving the formulation of 11.3.

Definition 11.4. Let 6; € Con A;, 1 < ¢ < n. The product congruence
01 x -+ x 0,
onAj x --- x A, is defined by

<<a17-.-7an>7<b17...,bn>>€01 X-..Xgn
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iff
{aj,bjy€ 0; forl <i<n.

(We leave the verification that 61 x --- x 6, is a congruence on A1 x - - -

the reader.)

Definition 11.5. A subdirect product
B<B;x.---xByg

x A, to

of finitely many algebras is skew-free if all the congruences on B are of the form

(01 x -+ x 0;) N B,

where 0; € Con By, i.e., the congruences on B are precisely the restrictions of the

product congruences on B x - - - x By, to B. A finite set of algebras {Aq, ..

is totally skew-free if every subdirect product
B<B;x---xByg

is skew-free, where B; € {A1,..., A,}.

Lemma 11.6. The subdirect product
B < B1 X e X Bk

is skew-free iff
O=(Ovp)n-n(lvpk)

for 8 € Con B, where
pi = (kerm;) N B?

and ; is the ith projection map on By x --- x By,
PROOF. (=) Given B skew-free let # € Con B. Then
6= (6 x---x6)n B?

for suitable 0; € Con B;. Let

vi:B—>B/(6 v p;)
be the canonical homomorphism, and let

7 B — B;
be the ith projection of By x - - x By restricted to B. Then as
ker7m; = p; € 0 v p; = kery;

there is a homomorphism

a; : B, > B/(0 v pi)

such that
Vi = ;.

- An}
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Now for a,b € B we have

{a,bye O v p; iff vi(a) = v;(b)
iff ami(a) = Oéﬂri(b)
iff a;Q = Oéibi
iff  {a;, b;) € ker ay;
hence
Ovpi=(V x-xkerag x---xV)n B

Also since
<a7b>€ pi = a; = bz

it is clear that
{a,bye O v p; = {a;,b;) € 0;;

hence
ker o; C 0;.
Thus
O pi S (V x-x;x-xV)n B
and then

0= (@vp)n--n(0vpg)

(O xV x-ooxV)n--n(V x--xV x8;) nB?
= (01 x -+ x 0)) n B

0,

N

so the first half of the theorem is proved.

(<) For this direction just note that the above assertion
Ovpi=(V x---xkerag x - x V) n B,
for 6 € Con B, does not depend on the skew-free property. Thus

0=00vpi)n--n(0vp)
= (kerag x V x-o-xV)n-oon(V x--- xV x keray,) n B

= (keray x --- x keray) n B?,

so 6 is the restriction of a product congruence. O

Now we can finish off the technical lemmas concerning the congruences in the
abstract setting of lattice theory.

Lemma 11.7. Suppose L is a modular lattice with a largest element 1. Also
suppose that a1, as € L have the property:

c€lar nag, 1] =c=(cva) A (cvaz).
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Then for any b € L,
celar Aag Abb]l =c=(cv (a1 Ab) A(cv (a2 AD)).
PROOF. Let c € [a; A az A b,b]. Then

c=cv (bnrai Aaz)
=bna(cv (a1 A az))
=ba(cval)A(cvag)
=[cv (a1 AD)] A eV (a2 AD)]

follows from the modular law and our hypotheses. ]

Lemma 11.8. Let L be a modular lattice with a largest element 1. Then if
ai,...,an € L have the property

cela; naj,l]=c=(cva) A (cvaj),
1<27]<n, then
celar A rnap, 1] =c=(cval)) A A(cvay).

PROOF. Clearly the lemma holds if n < 2. So let us suppose it holds for all
n < m, where m > 3. Thenforc e [a1 A -+ A am, 1],

c=cv(ag Ac)

=cv{llarrc)via ra)] A Aflar Ac) v (ar Aam)]}. (0

This last equation follows by replacing L by the sublattice of elements x of L such
that x < a1, and noting that a; A a9, ...,a1 A ay, satisfy the hypothesis of 11.8
in view of 11.7. By the induction hypothesis we have for this sublattice

ap Ac=[(ar Ac)v (ar Aag)l A+ A(ar Ac) v (ar A am)].
Now applying the modular law and the hypotheses to () we have

c:cv{al/\[cv(a1/\a2)]/\'-'/\[CV(a1/\am)]}

=cv{m aflcvar)) aleva)la--alleva)a(cvan)}

=(cval)) A A(CVan).
This finishes the induction step. O
Lemma 11.9. Let {A;,..., A} be a set of algebras in a congruence-modular

variety such that for any subdirect product D of any two (not necessarily distinct )
members, say D < A; x A, the only congruences on D are restrictions of product
congruences. Then {A1, ..., Ay} is totally skew-free.
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PROOF. Let
B<B;x.---xByg

be a subdirect product of members of {A1,...,A,}, and let
pi = (kerm;) N B?

as before. For1 < ¢ < j < k, B/(p; n p;) is isomorphic to a subalgebra of
B; x Bj, which is a subdirect product of B; x B; obtained by using a projection
map on B. From this and the correspondence theorem it follows that if § € Con B,
then

pinp; S0

implies
6= (6 ) (6 )

by our assumption on D above and 11.6. Now we can invoke 11.8, noting that
B x B is the largest element of Con B, to show that, for § € Con B,

O=(Ovp)n-n(bvpk)

because p; M - -+ N py is the smallest congruence on B. By 11.6, {A4,..., A}
must be totally skew-free. O]
Lemma 11.10. Suppose A1, ..., A, belong to a congruence-distributive variety.

Then {Ay,..., A} is totally skew-free.

PROOF. For any subdirect product
B <B; x---x By,

where By, ..., By belong to a congruence-distributive variety, let p; be as defined
in 11.6. Then for 6§ € Con B,

0=0vA=60v(pr A App)
=@ vp)A--rOVpr),

so B is skew-free by 11.6. Hence {A1, ..., A, } is totally skew-free. 0
Lemma 11.11. Let P be a nontrivial primal algebra. Then
Con P? =~ 2%,

PROOF. As V (P) is congruence-distributive, the congruences of P? are precisely
the product congruences 0; x 65 by 11.10. As P is simple, Con P? is isomorphic
to 2%. O

Theorem 11.12 (Werner). Let A be a nontrivial finite algebra such that V (A) is
congruence-permutable. Then A is functionally complete iff Con A? ~ 2%.
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PROOF. (=) Suppose A is functionally complete. Note that
Con A" = Con A},

(adding constants does not affect the congruences). As A 4 is primal, we have by
11.11,

Con A? =~ 22,
(<) As
Con A% =~ 27
again
Con A% ~ 23,

Thus A 4 must be simple (otherwise there would be other product congruences on
Ai), and having the constants of A ensures A 4 has no proper subalgebras and no
proper automorphisms. A (now familiar) application of Fleischer’s lemma shows
that the only subdirect powers contained in A 4 x A 4 are Ai and D, where

D = {{a,a):a € A}.

The congruences on A?4 are product congruences since there are at least four
product congruences A x A, A x V,V x AV x V, and from above

Con A% ~ 27,

The congruences on D are (V x V) n D? and (A x A) n D? as D =~ A 4. Thus
by 11.9, {A 4} is totally skew-free. Consequently,

n ~ on
COHAA: L

so A is functionally complete by 11.3. O

Corollary 11.13 (Maurer-Rhodes). A finite group G is functionally complete iff G
is nonabelian and simple or G is trivial.

PROOF. The variety of groups is congruence-permutable; hence congruence-
modular. If
Con G? = 2}
then G is simple.
The nontrivial simple Abelian groups are of the form Z/(p); and

[Con(Z/(p) x Z/(p))| > 4

{(a,a) :a € Z/(p)}

is a normal subgroup of Z/(p) x Z/(p). Thus Z/(p) cannot be functionally
complete. Hence G is nonabelian and simple.

as

If G is nonabelian simple and N is a normal subgroup of G2, suppose {a, b) €
N with a # 1. Choose ¢ € GG such that

cac™t # a.
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Then
(cac™,b) = {e,by(a,bY(c b ) € s

hence
{cac™ a1, 1) = {cac™ b} a" b7 ) e N.
As G is simple, it follows that
(cac™ta™t, 1)
generates the normal subgroup ker 7o since
cac a7t #£ 1,

SO
ker my € N.

Similarl
e b# 1= kerm € N.

If both a, b # 1, then
ker i, kermy € N

implies
P G?=N.

Thus G2 has only four normal subgroups, so
Con G? = 27,

This finishes the proof that G is functionally complete. |

REFERENCES

1. S. Burris [1975a]
2. H. Werner [1974]

EXERCISES §11

1. If A is a finite algebra belonging to an arithmetical variety, show that A is function-
ally complete iff A is simple.

2. If Ry, Ry are rings with identity, show that R; x Ry is skew-free. Does this hold
if we do not require an identity?

Describe all functionally complete rings with identity.
Describe all functionally complete lattices.
Describe all functionally complete Heyting algebras.

Describe all functionally complete semilattices.

N o AW

Show the seven-element Steiner quasigroup is functionally complete.
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8. (Day). Show that a finitely generated congruence-distributive variety has the CEP
iff each subdirectly irreducible member has the CEP.

§12  Semisimple Varieties

Every nontrivial Boolean algebra is isomorphic to a subdirect power of the simple
two-element algebra, and in 9.4 we proved that every algebra in a discriminator
variety is isomorphic to a subdirect product of simple algebras. We can generalize
this in the following manner.

Definition 12.1. An algebra is semisimple if it is isomorphic to a subdirect product
of simple algebras. A variety V' is semisimple if every member of V' is semisimple.

Lemma 12.2. A variety V is semisimple iff every subdirectly irreducible member
of V is simple.

PROOF. (=) Let A be a subdirectly irreducible member of V. Then A can be
subdirectly embedded in a product of simple algebras, say by

a:A - H S;.
i€l
As A is subdirectly irreducible, there is a projection map
Tl H Sl - Sz
i€l
such that 7; o a is an isomorphism. Thus
A~ Si,
so A is simple.

(«<=) For this direction use the fact that every algebra is isomorphic to a subdi-
rect product of subdirectly irreducible algebras. O

Definition 12.3. Let A be an algebra and let # € Con A. In the proof of 11§5.5
we showed that 6 is a subuniverse of A x A. Let 6 denote the subalgebra of A x A
with universe 6.

Lemma 12.4 (Burris). Let A be a nonsimple directly indecomposable algebra
in a congruence-distributive variety. If @ € Con A is maximal or the smallest
congruence above A, then 0 is directly indecomposable.
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PROOF. We have
0 <A xA.

By 11.10, € is skew-free. Thus suppose
(61 % ¢2) N 0

and

(éF x ¢3) N 6?

are a pair of factor congruences on 8, where ¢;, ¢} € Con A, i = 1,2. From

[(¢1 x ¢2) N 0°] o [(6F x ¢5) N 6°] = Vg
it follows that
¢i O QS:‘ = VAv
i =1, 2. To see this let a, b € A. Then

(a, ay, (b, b)) € 07,

so for some ¢, d € A,

{a,ay[(¢1 x ¢2) N 0%] (e, ) [(8F x 63) N 6] (b, b).
Thus
a¢icorb,

a o d 3 b.
Next, from

[(¢1 % ¢2) N 67 A [(6F x ¢5) M 67] = Ag
it follows that
Gin i O =Ay

for ¢ = 1, 2. To see this, suppose

<a7b>€ ¢1 0 (Z)T m9,
with a # b. Then

(a,b),<b,0)) € [(¢1 % d2) N 6°] A [(6F x ¢3) N 67],

which is impossible as
(a,b) # <b,b).
Likewise, we show

PNy N =Au.

Suppose 6 is a maximal congruence on A. If

¢; M (251* # Ay
for i = 1,2, then

0y (60 67) =V
as

¢ N @7 E 0;

00 (¢ ¢f) = Aa,

and
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so ¢; N ¢; is the complement of 6 in Con A,7 = 1,2. In distributive lattices
complements are unique, so

$10 P = g2 1 ¢3.
Then choose {a, b) € ¢1 N ¢F with a # b. This leads to
(a,ay, (b, b)) € [(1 % d2) N 6% A [(9F x 63) N 67],

which is impossible as
(a,a) # b, b).

Now we can assume without loss of generality that
¢1 0 @Y = Ay

Thus, by the above, ¢1, ¢] is a pair of factor congruences on A. As A is directly
indecomposable, we must have

{(bl? (bi:} = {AA7 VA}7

say .
o1 =V a4, ¢ = Aa.
Then
(67 x ¢3) N 0% = (Aa x ¢5) N 6

= [Aa x (65 0 0)] A 6%

hence "
p20 (5 N O) =V 4.

As

P20 (93N 0) = Ay

and A is directly indecomposable we must have

ds N0 = Ay,
o)
(% x p3) N 6% = (A x Ap) N 62
= Ay.
This shows that § has only one pair of factor congruences, namely
{49,V o}

hence @ is directly indecomposable.

Next suppose @ is the smallest congruence in Con A — {A 4}. Then
00 (¢in¢f) = An
¢i N ¢7 = Ay,
{0i,0i} = {44,V a}
dio¢f =Va,

immediately gives
so we must have

as
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i=1,2.1f
b1 # P2,
say
$1=Va, ¢ = Aa,
then

(¢1 % d2) N 0> = (0 x Ay) N 67,

which implies
(¢F x ¢5) M 02 = (Aa x 0) N 6>

But if {a, b) ¢ 6 then
<<a7 a>7<b7 b>> ¢ (0 X AA) N 62 © (AA X 9) N 027

so we do not have factor congruences. Hence necessarily

¢1 = ¢27
o1 = 3,
and this leads to the factor congruences
{Vo, Ao},
s0 @ is directly indecomposable. |

Theorem 12.5 (Burris). If V is a congruence-distributive variety such that every
directly indecomposable member is subdirectly irreducible, then V' is semisimple.

PROOF. Suppose A € V where A is a nonsimple subdirectly irreducible algebra.
Let 6 be the least congruence in Con A — {A}. Note that § # V 4. Then § is a
directly indecomposable member of V' which is not subdirectly irreducible (as

p1 0 p2 = Ay
where
pi = (kerm;) n 6%
T . AxA— A,
i=1,2). O
REFERENCE

1. S. Burris [1982a]
EXERCISES §12

1. Let V be a finitely generated congruence-distributive variety such that every directly
indecomposable is subdirectly irreducible. Prove that V' is semisimple arithmetical.

2. Give an example of a finitely generated semisimple congruence-distributive variety
which is not arithmetical.



§13 Directly Representable Varieties 187

3. Given A asin 12.4 can one conclude for any congruence § such that A < 6 <V
that 4 is directly indecomposable?

4. Given A, 6 as in 12.4 and B a subuniverse of Su([/) let A[B, ]* be the sub-
algebra of A’ with universe {f € Al : f='(a) € B, f~'(a)/0 € {0, I}, for
a€ A, |f(A)] < w}. Show that A[B, 6]* is directly indecomposable.

§13 Directly Representable Varieties

One of the most striking features of the variety of Boolean algebras is the fact that,
up to isomorphism, there is only one nontrivial directly indecomposable member,
namely 2 (see Corollary 1.9). From this we have a detailed classification of the
finite Boolean algebras. A natural generalization is the following.

Definition 13.1. A variety V is directly representable if it is finitely generated
and has (up to isomorphism) only finitely many finite directly indecomposable
members.

After special cases of directly representable varieties had been investigated
by Taylor, Quackenbush, Clark and Krauss, and McKenzie in the mid-1970’s, a
remarkable analysis was made by McKenzie in late 1979. Most of this section is
based on his work.

Lemma 13.2 (Pélya). Let ¢y, . . ., c; be a finite sequence of natural numbers such
that not all are equal to the same number. Then the sequence

sp=cl +---+¢, n=1,

has the property that the set of prime numbers p for which one can find an n such
that p divides s, is infinite.

PROOF. Suppose that c1, ..., ¢ is such a sequence and that the only primes p
such that p divides at least one of {s,, : n > 1} are py,...,p,. Without loss of
generality we can assume that the greatest common divisor of ¢y, ..., ¢ is 1.

Claim. For p a prime and forn > 1,k > 1,t < p*+1,

1)k 1k
pkﬂfcgp Dp n+”'+6§p Dpten.

To see this, note that from Euler’s Theorem we have

d(pFTh)

p)[Cz‘ = ¢ k+1)

= 1 (mod p ;
and furthermore
p | ¢i = ¢; =0 (mod p)

= ciﬁl =

= c?(pkﬂ) =0 (mod p

(mod pk+1)

k+1)'
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k+1
Let u be the number of integers @ € [1,¢] such that p t ¢, i.e., cf(p ) =
1 (mod p**1). Thenu > 1 as g.c.d.(cy,...,c) = 1. Furthermore, for n > 1,
k+19, k+11,
Cff(p oL, Jrczﬁ(p n_ (modpk—i-l)'
Since 1 < u <t < p**1, pF*! tu, and hence the claim is proved.
Now if we set
k k
m = ¢(p1+1) T Qb(pr—H)
thenforn > 1,1 <j<nt< pf“, the claim implies
P e e
)
S < Py pp !
as pi,...,pr are the only possible prime divisors of s,,,. Thus the sequence
(Smn)n>1 is bounded. But this can happen only if a; = --- = a; = 1, which is a
contradiction. L]

Definition 13.3. A congruence 6 on A is uniform if for every a,b € A,
|a/6] = 1b/0].

An algebra A is congruence-uniform if every congruence on A is uniform.

Theorem 13.4 (McKenzie). If V is a directly representable variety, then every
finite member of V' is congruence-uniform.

PROOF. If V is directly representable, then there exist (up to isomorphism) finitely
many finite algebras Dy, ..., Dy of V' which are directly indecomposable; hence
every finite member of V' is isomorphic to some D" x - -+ x DZ”. Thus there
are only finitely many prime numbers p such that p||A| for some finite A € V.

Now if A is a finite member of V' which is not congruence-uniform, choose
§ € Con A such that for some a,b € A, |a/0] # |b/0|. For n > 1, let B,, be the
subalgebra of A™ whose universe is given by

B, ={a€ A" : a(i)fa(j) for 0 < i,5 < n}.
Let the cosets of 6 be S1, ..., .S; and have sizes cy, . . ., ¢; respectively. Then
Bl = 4o+

hence by Pdlya’s lemma there are infinitely many primes p such that for some
B.., pHBn|- As B,, € SP(A) < V this is impossible. Thus every finite member
of V is congruence-uniform. O]

Lemma 13.5 (McKenzie). If A is a finite algebra such that each member of
S(A x A) is congruence-uniform, then the congruences on A permute.
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PROOF. Given 01, 6> € Con A, let B be the subalgebra of A x A whose universe

is given by
B = 01 o 02.

¢ =02 x O21p,
a congruence on B. Fora € A,

a/by x a/by < 03 < B;

Let

hence

{a,ay/p = a/bs x a/bs.

Since A € IS(A x A), both f3 on A and ¢ on B are uniform congruences. If r is
the size of cosets of 02 and s is the size of cosets of ¢, it follows that s = r2. Now

for {a,b) € B, we have
{a,by/d < a/Bs x b/0s,
Ka,b)/¢| = s,
|a/0a] = [b/62] = T,

and s = r2; hence

{a,by/¢p = a/Bz x b/bs.

Now for ¢, d € A,
{c,d) € fhy00] 00009

iff
{e,dy € affs x b/f for some {a,b) € B,
o)
By 00100500, € B = 01005
hence

By 001 € 6100,

so the congruences on A permute.

O

Theorem 13.6 (Clark-Krauss). If V is a locally finite variety all of whose finite

algebras are congruence-uniform, then V' is congruence-permutable.

PROOF. As Fy (7,7, Z) is finite, by 13.5 it has permutable congruences; hence V'

is congruence-permutable.

O

Corollary 13.7 (McKenzie). If V is a directly representable variety, then V is

congruence-permutable.

PROOF. Just combine 13.4 and 13.6.

O

Theorem 13.8 (Burris). Let V' be a finitely generated congruence-distributive

variety. Then V is directly representable iff V' is semisimple arithmetical.
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PROOF. By 6.10, V' has only finitely many subdirectly irreducible members, all of
which are finite. Thus V' has only finitely many simple members, all of which are
finite.

(=) From 12.4 we see that given a [finite] nonsimple directly indecomposable
algebra A € V, one can construct an infinite increasing chain A < A; < ---
of [finite] directly indecomposable members of V. Since subdirectly irreducible
implies directly indecomposable, it follows that all subdirectly irreducible algebras
in V, being finite, must be simple—otherwise there would be an infinite increasing
chain of finite directly indecomposable members of V. Thus V is semisimple. By
13.7 V is congruence-permutable. Hence V' is semisimple arithmetical.

(<) If V is semisimple arithmetical, then every finite subdirectly irreducible
member of V' is a simple algebra; hence every finite member of V' is isomorphic to
a subdirect product of finitely many simple algebras. By 10.2, every finite member
of V is isomorphic to a direct product of (finite) simple algebras. Since there
are only finitely many finite simple members of V, it follows that V' is directly
representable. O

Theorem 13.9 (McKenzie). If V = II'*(K), where K is a finite set of finite
algebras, then V' is congruence-permutable.

PROOF. As every finite Boolean space is discrete, it follows that every finite
member of V' is in I P(K ); hence V' is directly representable, so 13.7 applies.[]

A definitive treatment of directly representable varieties is given in [1] below.

REFERENCES
1. R. McKenzie [1982b]
EXERCISES §13
1. Which finitely generated varieties of Heyting algebras are directly representable?
. Which finitely generated varieties of lattices are directly representable?

2
3. If G is a finite Abelian group, show that V' (G) is directly representable.
4

. If R is a finite ring with identity, show that V' (R) is directly representable if R is a
product of fields.



Chapter V

Connections with Model Theory

Since the 1950’s, a branch of logic called model theory has developed under the
leadership of Tarski. Much of what is considered universal algebra can be regarded
as an extensively developed fragment of model theory, just as field theory is part
of ring theory. In this chapter we will look at several results in universal algebra
which require some familiarity with model theory. The chapter is self-contained,
so the reader need not have had any previous exposure to a basic course in logic.

§1 First-order Languages, First-order Structures,
and Satisfaction

Model theory has been primarily concerned with connections between first-order
properties and first-order structures. First-order languages are very restrictive
(when compared to English), and many interesting questions cannot be discussed
using them. On the other hand, they have a precise grammar and there are beautiful
results (such as the compactness theorem) connecting first-order properties and the
structures which satisfy these properties.

Definition 1.1. A (first-order) language £ consists of a set Z of relation symbols
and a set .Z of function symbols, and associated to each member of Z [of .7 ]
is a natural number [a nonnegative integer] called the arity of the symbol. .%,
denotes the set of function symbols in .# of arity n, and &%,, denotes the set of
relation symbols in Z of arity n. .Z is a language of algebras if # = (), and it is
a language of relational structures if % = .

191
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Definition 1.2. If we are given a nonempty set A and a positive integer n, we say
that r is an n-ary relation on A if r € A™. ris unary if n = 1, binary it n = 2,
and ternary if n = 3. A relation is finitary if it is n-ary for some n, 1 < n < w,
and we often write (a1, . .., ay,) for {ay, ..., a,) € r. When r is a binary relation
we frequently write arb for {a, by € r.

Definition 1.3. If .Z is a first-order language, then a (first-order) structure &
(or £ -structure) is an ordered pair A = (A, L) with A # ), where L consists of
a family R of fundamental relations 7 on A indexed by Z (with the arity of r™*
equal to the arity of r, for r € %) and a family F of fundamental operations f A
on A indexed by F (with the arity of f* equal to the arity of f, for f € F). Als
called the universe of A, and in practice we usually write just v for v and f for
A If % = O then A is an algebra; if F = O then A is a relational structure. If
Zis finite, say F = {f1,..., fm}, Z = {r1,...,mn}, then we often write

<Aafl)"'afmu’rl)-"arn>
instead of (A, L).

EXAMPLES. (1) If £ = {+,-,<}, then the linearly ordered field of rationals
(Q, +,-,<) is a structure of type L.

(2)If & = {<}, then a partially ordered set { P, <) is a relational structure of
type ZL.

Definition 1.4. If % is a first-order language and X is a set (members of X are
called variables), we define the terms £ over X to be the terms of type .% over X
(see II§11). The atomic formulas of type £ over X are expressions of the form

PR q where p, ¢ are terms of type £ over X
r(p1,...,pn) wherer € %, and py,...,p, are terms of type .Z over X.

EXAMPLE. For the language .2 = {+, -, <} we see that

(z-y)-zmzey,  (v-y)z<-2

are examples of atomic formulas, where of course we are writing binary functions
and binary relations in the everyday manner, namely we write u - v for -(u, v), and
u < v for < (u,v). If we were to rewrite the above atomic formulas using only
the original definition of terms, we would have the expressions

((@9),2) = ~(2,y), < (((2,9),2),-(x,2)).

Definition 1.5. Let .Z be a first-order language and X a set of variables. The set
of (first-order) formulas of type £ (or £ -formulas) over X, written .£(X), is the
smallest collection of strings of symbols from . v X U {(,)} U {&, v, =, >, <
,V,3,~} u {, } containing the atomic formulas of type .Z |
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over X, and such that if &, 1, Py € £ (X) then

The symbols & (and), v (or), — (not), — (implies), and < (iff) are called the
propositional connectives. V is the universal quantifier, and 3 is the existential
quantifier; we refer to them simply as quantifiers. p % q denotes — (p ~ q).

EXAMPLE. With . = {+,-, <} we see that
(Ve (z-y~y+u) - Cy(r-y<y+u)

isin Z({z,y,u}), but
Vo (z&y ~ u)

does not belong to .2 ({x, y, u}).

Definition 1.6. A formula @, is a subformula of a formula @ if there is consecutive
string of symbols in the formula ¢ which is precisely the formula ;.

ExXAMPLE. The subformulas of

(Vr(r-y~y+u) > Qy(r-y<y+u))

are itself,
Ve (z-y~y+u),
r-yxy+u,
Jy(z-y <y+u),
and

Ty <y+u.

Remark. Note that the definition of subformula does not apply to the string of
symbols
(Ve (z-y~y+u) = QCy(r-y<y+u);

for clearly y =~ y is a consecutive string of symbols in this expression which gives a
formula, but we would not want this to be a subformula. However if one translates
the above into the formula

(el o)~ +00)) =~ (30( < (- o) +00) ),

then the subformulas, retranslated, are just those listed in the example above.
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Definition 1.7. A particular variable x may appear several times in the string of
symbols which constitute a formula @; each of these is called an occurrence of x.
Similarly we may speak of occurrences of subformulas. Since strings are written
linearly we can speak of the first occurrence, etc., reading from left to right.

EXAMPLE. There are three occurrences of x in the formula
(Ve (z-y=y+u) > Qyx-y<y+u).

Definition 1.8. A particular occurrence of a variable z in a formula @ is said
to belong to an occurrence of a subformula @; of @ if the occurrence of x is
a component of the string of symbols which form the occurrence of ¢;. An
occurrence of x in @ is free if x does not belong to any occurrence of a subformula
of the form Vz (¥) or 3z (¥). Otherwise, an occurrence of x is bound in . A
variable z is free in @ if some occurrence of z is free in @. To say that x is not free in
@ we write simply x ¢ . A sentence is a formula with no free variables. When we

write @(x1, ..., 2,) we will mean a formula all of whose free variables are among
{x1,...,2,}. We find it convenient to express P(T1,...,Tm,Yly-- Yny---)
by &(Z,4,...). If x; has free occurrences in &(x1,...,x,) then the z; in the
argument list 1, ..., x, is assumed to refer to all the free occurrences of x; in
&(z1,...,2y). Thus, given a formula &(zy, ..., z,), when we write

@(1‘1, s Li—15Y, i1y - - ,:En)

we mean the formula obtained by replacing all free occurrences of x; by y.

EXAMPLE. Let &(z, y, u) be the formula
(Vo (z-y~y+u)) = Qylr-y<y+u).

The first two occurrences of x in ¢(x,y,u) are bound, the third is free. Also
&(x, x,u) is the formula

(Ve (z-x~z+u)— Fylr-y<y+u)).

Definition 1.9. If A is a structure of type .Z, we let Z4 denote the language
obtained by adding a nullary function symbol a to . for each a € A. Given
&(z1,...,2,) of type £4 and a € A, the formula

@(ml, sy L1, Ay T 1,y - - 7:1:71)

is the formula obtained by replacing every free occurrence of z; by a. We some-
times refer to formulas of type .Z4 as formulas of type £ with parameters from
A.

When desirable we give ourselves the option of inserting or removing paren-
theses to improve readability, and sometimes we use brackets, [, | and braces {, }
instead of parentheses.
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Next we want to capture the intuitive understanding of what it means for a first-
order formula to be true in a first-order structure. A precise definition of truth (i.e.,
definition of satisfaction) will allow us to do proofs by induction later on. From
now on we will frequently drop parentheses. For example we will write @1 & ®o
instead of (@1) & (P2), and VzIyP instead of Yz (Jy (P)); but we would not write
@1 & @2 \ (153 for (@1) & (@2 \ @3).

Definition 1.10. Let A be a structure of type .. For sentences ¢ in £4(X) we
define the notion A |= @ (read: “A satisfies ” or “Q is true in A” or “® holds in
A”) recursively as follows:

(1) if @ is atomic:

@) A Eplal,...,an) =~ q(al, ..., an)iffpA(ay, ... a,) = ¢™(a1,. .., a,)
b) A E=r(ay,...,a,)iffr2(a1,...,a,) holdsin A, ie., {ay,...,a,) €
A,
(i) A k= ®) & ¢ iff A = &) and A |= &,
(iii) A J=&; v Boiff A = P or A = By
(iv) A = —@iffitis not the case that A = @ (which we abbreviate to: A H# @)
V) AE®; > Driff A Pror A =Dy
(Vi) A =Py o Dy iff (A D1 and A H Dy) or (A =P and A = Do)
(vil) A |=Vad(z) iff A |= &(a) for everya € A
(viii) A = Jzd(x) iff A = &(a) for some a € A.

For a formula ® € £4(X) we say
AEQD
iff
A =V ... V2,®,

where x1, ..., x, are the free variables of @. For a class K of .Z-structures and
® e Z(X) we say

KEo iff AE® forevery A€ K,
and for X' a set of .Z-formulas

AEY iff AE® foreveryPe X
KEY iff KE® forevery®e X.

If A = X we also say A is a model of X. We say
YEo iff AEXY implies A&, forevery A,
(read: “X yields @), and
YEX iff YE& foreveryde X.

EXAMPLE. A graph is a structure (A, r) where r is a binary relation which is
irreflexive and symmetric, i.e., for a,b € A we do not have r(a, a), and if r(a, b)
holds so does (b, a). Graphs are particularly nice to work with because of the
possibility of drawing numerous examples. Let A = (A, r) be the graph in Figure
30, where an edge between two points means they are |
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Figure 30

related by r. Let us find out if

A = VrayVz(r(z, z) v r(y, 2)).

This sentence will be true in A iff the following four assertions hold:

i) A E3Iyvz(r(a,z) v r(y,z))
(i) A = 3Iyvz(r(b, 2) v r(y, 2))
(i) A = 3IyVz(r(c,2) v r(y, 2))
(iv) A | yVz(r(d, z) v r(y, z))

Let us examine (i). It will hold iff one of the following holds:

(ia) A EVz(r(a,z) v r(a,z))
(ip) A EVz(r(a,z) v r(b,z))
(ic) A E=Vz(r(a,2) vr(c,2))
(1d) A ): VZ(T(G,, Z) (d7 Z))

The validity of (i) depends on all of the following holding:

(iba) A ): (a7 a) Vv T(b, CL)
(ibb) A ): (a7 b) (ba b)
(ibc) A ): (CL, C) (b’ C)
(isa) A = r(a,d) v r(b,d).

(ip) is true, hence (i) holds. Likewise, the reader can verify that (ii), (iii), and
(iv) hold. But this means the graph A satisfies the original sentence.

It is useful to be able to work with sentences in some sort of normal form.

Definition 1.11. Let &¢(z1,...,x,) and $o(x1,...,z,) be two formulas in
Z(X). We say that @1 and D, are logically equivalent, written &1 ~ Do, if for
every structure A of type . and every aq, ..., a, € A we have

A ): @1(&1, ce ,an) iff A ): @2(0,1, ce ,an).
If for all .Z-structures A, A = &, where @ is an .£-formula, we write

= o,

The reader will readily recognize the logical equivalence of the following pairs of
formulas.

Lemma 1.12. Suppose @, ®1, Py and $3 are formulas in some £ (X ). Then the
following pairs of formulas are logically equivalent:
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P& P @ idempotent
dvP ] } laws
D1 & Dy by & D commutative
D v Do Do v Py } laws
D1 & (P & P3) (D1 & Do) & D3 associative
@1 v (Dy v P3) (D1 v D3) v D3 } laws

& (P2 v P3) (D1 & Da) v (91 & D3) distributive
Q51 v (D2 & P3) (D1 v Do) & (91 v P3) } laws
— (21 & ) (—P1) v (— D) de Morgan
—(P1 v D) (= P1) & (—D9) } laws
P > Dy (D1 — Do) & (Py — D)
P — by (—P1) v Do
—— P ]

PROOF. (Exercise.) ]

The next list of equivalent formulas, involving quantifiers, may not be so
familiar to the reader.

Lemma 1.13. If &, 1 and $4 are formulas in some £ (X), then the following
pairs of formulas are logically equivalent:

Vo (@1 & @2) (Vac(ﬁl) & (Vl‘épz)

3z (1 v §3)  (Fzdy) v (Fxds)
Vrd d ifod¢d
Jzd 10} ifo ¢ ®
Vo (&1 v @2) (Vady) v Py if v ¢ By
Az (P & Do)  (Jzdy) & Do ifz ¢ &
—Vad(z) Jz —Pd(z)
—Jzd(x) Vo —&(z)
Vo (91 — Do) D1 — (Vads) ifx ¢ o
3z (1 — P2) D1 — (J2P2) ifz ¢ &
Vo (@1 — P2) (Fadi) — Do if v ¢ Oy
dz (D1 — o) (Vady) — Do if v ¢ &y
Vad(z) Yyd(y) pr OVi.ded replacing all free occurrences
Jrd(x) Jyd(y) of x in ®(x) by y does not lead

to any new bound occurrences of .

PROOF. All of these are immediate consequences of the definition of satisfaction.
In the last two cases let us point out what happens if one does not heed the
“provided. . .” clause. Consider the formula ¢(x) given by 3y (z % y). Replacing
x by y gives Jy (y % y). Now the sentence VxIy (z % y) is true in any structure
A with at least two elements, whereas Va3y (y % y) is logically equivalent to
Jy (y # y), which is never true. O
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Definition 1.14. If & € Z(X) we define the length I(P) of ¢ to be the number
of occurrences of the symbols &, v, =, —, <>, ¥, and 3 in &.

Note that [(®) =0 iff & is atomic.

Lemma 1.15. If &, is a subformula of @ and P, is logically equivalent to @,
then replacing an occurrence of 1 by ®s gives a formula ®* which is logically
equivalent to .

PROOF. We proceed by induction on /(D).

If [($) = 0 then @ is atomic, so the only subformula of @ is @ itself, and
the lemma is obvious in this case. So suppose [(®) > 1 and for any ¥ such that
[(¥) < I(P) the replacement of an occurrence of a subformula of ¥ by a logically
equivalent formula leads to a formula which is logically equivalent to . Let &
be a subformula of ¢ and suppose P, is logically equivalent to $9. The case in
which @ = @ is trivial, so we assume [(P1) < [(P). There are now seven cases to
consider. Suppose @ is &' & P”. Then the occurrence of @; being considered is
an occurrence in @' or @”, say it is an occurrence in ¢'. Let &'* be the result of
replacing @1 in @’ by @. By the induction assumption ¢’* is logically equivalent
to @'. Let $* be the result of replacing the occurrence of @1 in @ by @o. Then P*
is @"* & @”, and this is easily argued to be logically equivalent to @' & &”, i.e., to
&. Likewise one handles the four cases involving v, —, —, <. If @ is Vad'(x, i)
then let @*(z, /) be the result of replacing the occurrence of @1 in &' (x,7) by
5. Then by the induction hypothesis &'*(x, i) is logically equivalent to ¢'(z, ¥/ ),
so given a structure A of type . we have

A EP"(2,g) o (2. 9);

hence
A P*(a,7) & 9(a,7)

fora € A, so
A = Vad*(x, ) iff A Vad(z,7);

thus @ is logically equivalent to Vx®*(z, ¢). Similarly, we can handle the case

2P (x,7). O

Definition 1.16. An open formula is a formula in which there are no occurrences
of quantifiers.

Definition 1.17. A formula ® is in prenex form if it looks like

Qi1 ... Quun® (x1,...,2,)

where each Q); is a quantifier and &'(x1, ..., ;) is an open formula. @’ is called
the matrix of .

Here, and in all future references to prenex form, we have the convention that
no quantifiers need appear in the formula .
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Theorem 1.18. Every formula is logically equivalent to a formula in prenex form.

PROOF. This follows from 1.12, 1.13, and 1.15. First, if necessary, change some of
the bound variables to new variables so that for any variable x there is at most one
occurrence of Vz as well as 3z in the formula, both do not occur in the formula,
and no variable occurs both as a bound variable and a free variable. Then one
simply pulls the quantifiers out front using 1.13. O

EXAMPLE. The following shows how to put the formula Vz — (r(x, y) — Jar(z, 2))
in prenex form.

Vo — (r(z,y) — Jar(x, 2)) ~ Ve — (r(z,y) — Jwr(w, 2))
~Vz —3Jw(r(z,y) - r(w, z))
~ VzYw = (1, (z,y) = r(w, 2)).

In view of the associative law for & and v, we will make it a practice of dropping
parentheses in formulas when the ambiguity is only “up to logical equivalence”.
Thus @1 & Py & P5 replaces (1 & Do) & P53 and P & (P2 & P3), etc. Also, we
find it convenient to replace &1 & - - - & P, by &1<i<n®; (called the conjunction
of the @;), and @1 v --- v @, by \/, _,;,, P (called the disjunction of the ®;).

Definition 1.19. An open formula is in disjunctive form if it is in the form
V& a;;
1]

where each @;; is atomic or negated atomic (i.e., the negation of an atomic formula).
An open formula is in conjunctive form if it is in the form

&V @,
i
where again each &;; is atomic or negated atomic.

Theorem 1.20. Every open formula is logically equivalent to an open formula in
disjunctive form, as well as to one in conjunctive form.

PRroOOF. This is easily proved by induction on the length of the formula by using
the generalized distributive laws

(Vo)e(Ve) - VY @s)

((?L@z) v ((J&%) ~ && (9 v @),

v 7
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the generalized De Morgan laws

(Vo) - & (n)

(&) -V )

i

and the elimination of —, <>, and ——. O]

EXAMPLE. Let @ be the formula (with . = {-, <})

(x-y=~z)—> —[(x <2z2)v(z==0)].

Then
S~ —(x-yxz)v(z<z)v(zrx0)]
~—(zry=xz)v|[-(r<z)&—(r~0) (in disjunctive form)
~[(rryrz) vz <) &|-(rryr2z) v —(r = 0) (in conjunctive form).

The notions of subalgebra, isomorphism, and embedding can be easily general-
ized to first-order structures.

Definition 1.21. Let A and B be first-order structures of type .Z. We say A is
a substructure of B, written A < B, if A € B and the fundamental operations
and relations of A are precisely the restrictions of the corresponding fundamental
operations and relations of B to A. If X < B let Sg(.X) be the smallest subset
of B which is closed under the fundamental operations of B. The substructure
Sg(X) with universe Sg(X) (assuming Sg(X) # ) is called the substructure
generated by X. As in 1I§3 we have [Sg(X)| < |X| + |.Z]| + w. If K is a class of
structures of type .Z, let S(K) be the class of all substructures of members of K.

A very restrictive notion of substructure which we will encounter again in the
next section is the following.

Definition 1.22. Let A, B be two first-order structures of type .Z. A is an
elementary substructure of B if A < B and for any sentence @ of type .Z4 (and
hence of type Z5),

Ao iff BE®.

In this case we write
A < B.

S(<)(K) denotes the class of elementary substructures of members of K.

EXAMPLE. Let us find the elementary substructures of the group of integers
Z ={Z,+,—,0). Suppose A < Z. As Z is a group, it follows that A is a group.

Z =323y (z % y),
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SO
A Edzdy (z % y);

hence A is nontrivial. Thus for some n > 0,n € A. As
ZEdx(z+xz+---+2xxn),
where there are n x’s added together, it follows that A satisfies the same; hence
1e A

But then
A=7.

Definition 1.23. Let A and B be first-order structures of type .Z and suppose
« : A — B is abijection such that

af(a,...,an) = flaa, ..., aay)

for f a fundamental operation, and that (a1, . . ., a,,) holds in A iff r(«ayq, . . ., aay,)
holds in B. Then « is an isomorphism from A to B, and A is isomorphic to B
(written A ~ B). If a : A — B is an isomorphism from A to a substructure of
B, we say « is an embedding of A into B. Let I(K) denote the closure of K
under isomorphism. An embedding o : A — B such that «A < B is called an
elementary embedding.

EXERCISES §1

1. In the language of semigroups {-}, find formulas expressing (a) “x is of order
dividing n,” where n is a positive integer, (b) “z is of order at most n,” (c) “z is of
order at least n.”

2. Find formulas which express the following properties of structures: (a) A “has size
at most n,” (b) A “has size at least n.”

3. Given a finite structure A for a finite language show that there is a first-order
formula @ such that for any structure B of the same type, B = @ iff B ~ A.

Given a graph (G, r) and g € G, the valence or degree of g is |{h € G : hrg}|.

4. In the language of graphs {r}, find formulas to express (a) “x has valence at most
n,” (b) “z has valence at least n,” (c) “x and y are connected by a path of length at
most n.”

5. Show that the following properties of groups can be expressed by first-order formu-
las: (a) G “is centerless,” (b) G “is a group of exponent n,” (¢c) G “is nilpotent of
class k,” (d) “x and y are conjugate elements.”

A property P of first-order structures is first-order (or elementary) relative to
K, where K is a class of first-order structures, if there is a set X of first-order
formulas such that for A € K, A has P iff A = Y. If we can choose X' to be
finite, we say that P is strictly first-order (or strictly elementary). Similarly, one
can consider properties of elements of first-order structures relative to K.
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6. Show that “being of infinite size” is a first-order property (relative to any K).
7. Relative to the class of graphs show that the following properties are first-order: (a)
“x has infinite valence,” (b) “z and y are not connected.”
8. Prove that if A = B, then A | @ iff B |= &, for any &.
9. Let K = {IN} where N is the natural numbers (N, +, -, 1). Show that relative to
K the following can be expressed by first-order formulas: (a) “z < y,” (b) “z|y,”
(c) “x is a prime number.”
10. Put the following formula in prenex form with the matrix in conjunctive form:
Ve[zry — Jy (zry — Jx (yra & zry))].
11. Does the following binary structure (Figure 31) satisfy
Ve [y (zry < Iz (ary))]?
Figure 31
12. Express the following in the language {r}, where r is a binary relation symbol:
(a) (A,r)“is apartially ordered set,”
(b) {A,r) “is alinearly ordered set,”
(c) (A,r) “is a dense linearly ordered set,”
(d) r “is an equivalence relation on A,”
(e) r “is a function on A,”
(f) r “is a surjective function on A,”
(g) r “is an injective function on A.”
A sentence D is universal if @ is in prenex form and looks like

Vai...Va,¥

where ¥ is open, i.e., ¢ contains no existential quantifier.

13.

Show that substructures preserve universal sentences, i.e., if A < B and @ is a

universal sentence, then
BEod=AESd

14. Show that in the language {-}, the property of being a reduct (see II§1 Exercise 1)

15.

of a group is first-order, but not definable by universal sentences.

Show that any two countable dense linearly ordered sets without endpoints are
isomorphic. [Hint: Build the isomorphism step-by-step by selecting the elements
alternately from the first and second sets.]

16. Can one embed:

(@ w,<,+,0)indw, <,-,1)?
(b) {w, <, 1)indw, <, +,0)?
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17. Let A be a finite structure. Describe all possible elementary substructures of A.

18. Let A be a countable dense linearly ordered set without endpoints. If B is a
substructure of A which is also dense in A, show B < A.

19. Find all elementary substructures of the graph (called a rooted dyadic tree) pictured
in Figure 32.

Figure 32

If we are given two structures A and B of type .Z, then a mapping v : A — B
is a homomorphism if (i) af(ay,...,a,) = f(aay,...,aa,) for f € Z, and (ii)
r(ai,...,an) = r(aay,...,aay) forr e Z.

If « is a homomorphism we write, as before, &« : A — B. The image of
A under «, denoted by aA, is the substructure of B with universe «A. The
homomorphism « is an embedding if the map a : A — A is an isomorphism.
A sentence @ is positive if it is in prenex form and the matrix uses only the
propositional connectives & and v.

20. Suppose o : A — B is a homomorphism and @ is a positive sentence with A |= .
Show A k= @; hence homomorphisms preserve positive sentences.

21. Let & = {f} where f is a unary function symbol. Is the sentence YaVy (fz ~
fy — x =~ y) logically equivalent to a positive sentence?

22. Is (a) the class of 4-colorable graphs, (b) the class of cubic graphs, definable by
positive sentences in the language {r}?

23. Show every poset (P, <) can be embedded in a distributive lattice (D, <).

A family % of structures is a chain if for each A, B € % either A < B or
B < A. If # is a chain of structures, define the structure U% by letting its universe
be [ J{A : A € €}, and defining f(a1, ... ,a,) to agree with fA(a1,...,a,) for
any A € € with ay,...,a, € A, and letting (a1, ..., a,) hold iff it holds for
some A € €.

A sentence @ is an V3-sentence iff it is in prenex form and it looks like
Vry...Ve,dyr ... Jy,W, where ¥ is open.

24. If % is a chain of structures and @ is an Y3-sentence such that A |= & for A € %,
show that UF = &.

25. Show that the class of algebraically closed fields is definable by V3-sentences in the
language {+,-, —,0, 1}.
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26. The class of semigroups which are reducts of monoids can be axiomatized by
VaVyVz[(z-y) -z ~ x- (y- 2)]
JaVy(y-z~rz-y&y-z~y).

Can this class be axiomatized by Y3-sentences?
Given a nonempty indexed family (A;);er of structures of type .Z, define the

direct product | [;c; A; to be the structure A whose universe is the set | [,.; A,
and where fundamental operations and relations are specified by

el

fAar, ... a0) (@) = fAi(a1(i),. .., an(i))
Afay,...,a,) holds iff forall i € I, i (ay(4),. .., an(i)) holds.

r

27. Given homomorphisms «; : A — By, i € I, show that the natural map o : A —
[ [,e; Bi is a homomorphism from A to [ .., B;.

28. Show that a projection map on [ [,.; A; is a surjective homomorphism.
A Horn formula @ is a formula in prenex form which looks like
Qix1...Qnxy ((%L@Z)
where each (); is a quantifier, and each @; is a formula of the form
Uy v v,
in which each ¥; is atomic or negated atomic, and at most one of the ¥; is atomic.

29. Show that the following can be expressed by Horn formulas: (a) “the cancellation
law” (for semigroups), (b) “of size at least n,” (c) any atomic formula, (d) “inverses
exist” (for monoids), (e) “being centerless” (for groups).

30. If @ is a Horn formula and A; |= & for i € I, show that
[TJA =

el

A substructure A of a direct product | [,.; A; is a subdirect product if m;(A) =
A; forall i € I. An embedding o : A — [ [,.; A, is a subdirect embedding if a A
is a subdirect product.

A sentence D is a special Horn sentence if it is of the form
&V (P; — ;)
3
where each @; is positive and each ¥; is atomic.

31. Show that a special Horn sentence is logically equivalent to a Horn sentence.

32. Show that if A is a subdirect product of A;, ¢ € I, and @ is a special Horn sentence
such that A; |= @ for all i € I, then A |= &; hence subdirect products preserve
special Horn sentences.
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33. Can the class of cubic graphs be defined by special Horn sentences?
A complete graph {G,r) is one satisfying
VaVy (x % y — xry).
A complete graph with one edge removed is almost complete.

34. Show that every graph is subdirectly embedded in a product of complete and/or
almost complete graphs.

35. If A is an algebra of type .% with a discriminator term ¢(z, y, z) [and switching
term s(z,y, u, v)] show that A satisfies (see IV§9)

(prq&p=q) < tp,qp) =~tqpq)

and if A is nontrivial,

(p # q) © Vz[t(p,q,x) ~ p].

Show that, consequently, if A is nontrivial, then for every [universal] .% -formula ¢
there is an [universal] .% -formula ¢* whose matrix is an equation p &~ ¢ such that
A satisfies

¢ o ¢*.

Define the spectrum of an Z-formula ¢, Spec ¢, to be {|A| : A is an
Z-structure, A = ¢, A is finite}.

36. (McKenzie). If ¢ is an .%-formula satisfied by some A, where .% is a type of
algebras, show that there is a (finitely axiomatizable) variety V' such that Spec V'
(see IV89 Exercise 4) is the closure of Spec ¢ under finite products.

§2 Reduced Products and Ultraproducts

Reduced products result from a certain combination of the direct product and
quotient constructions. They were introduced in the 1950’s by L.o$, and the special
case of ultraproducts has been a subject worthy of at least one book. In the
following you will need to recall the definition of [Ja = b]] from IV§5.5, and that
of direct products of structures from p. 204.

Definition 2.1. Let (A;);c; be a nonempty indexed family of structures of type
£, and suppose F'is a filter over I. Define the binary relation 6 on [ [,.; A; by

{a,bye O iff |la =0] € F.

(When discussing reduced products we will always assume ¢ ¢ F, i.e., F' is
proper.)
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Lemma 2.2. For (A;)ic; and F as above, the relation 0 is an equivalence
relation on | [,.; Ai. For a fundamental n-ary operation f of | |,.; A; and for

<CL1, b1>, Ce ,<an, bn> € 9F

iel i€l

we have
<f(a1, .. .,an),f(bl, .. ,bn)> € HF,

i.e., O is a congruence for the “algebra part of A”.

PROOF. Clearly 0 is reflexive and symmetric. If

{a,by,{(b,c) € bOp

then

[a =516 = € .
hence

fa=b] n[[b=c]eF.
Now from

fa=c|2[a=0b]n]b=C|
it follows that
[a =c] eF,
SO
{a,c) € OF.

Consequently, 6 is an equivalence relation. Next with f and {a;, b;) as in the
statement of the lemma, note that

[f(ar,....an) = f(bi,....;0n)]| 2 a1 = 1]l -+ A [an = ba]l;

hence
[[f(alv"'van):f(blv"'abn)]]eFv

SO

<f(a1,...,an),f(b1,...,bn)>€HF. D

Definition 2.3. Given a nonempty indexed family of structures (A;);es of type
£ and a proper filter F' over I, define the reduced product | [,.; A;/F as follows.
Let its universe | [,.; A;/F be the set | [,c; Ai/0F, and let a/F denote the element
a/0p. For f an n-ary function symbol and for a1, ..., a, € [ [;; Ai, let

f(al/F,...,CLn/F) = f(a17'--7a’rL)/F7
and for 7 an n-ary relation symbol, let r(a;/F, ..., a,/F') hold iff
{iel:A;E=r(ai(i),...,an(i))} € F.

If K is a nonempty class of structures of type .Z, let Pr(K) denote the class of
all reduced products | |,c; A;/F, where A; € K.

In view of Definition 2.3, it is reasonable to extend our use of the [ ]| notation
as follows.
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Definition 2.4. If (A;);c; is a nonempty indexed family of structures of type .&

and if (a1, ..., a,) is a sentence of type .Z4, where A = [ [,.; A, let
[®(ar,...,an)]| ={i€l:A; = P(ar(i),...,an(i))}
Thus given a reduced product | [, ; A;/F and an atomic sentence ¢(az, . . ., an),
we see that
[[A/FE®ai/F,....an/F) iff [$(as,....an)] € F.
iel

Determining precisely which sentences are preserved by reduced products has
been one of the milestones in the history of model theory. Our next theorem is
concerned with the easy half of this study.

Definition 2.5. A Horn formula is a formula in prenex form with a matrix
consisting of conjunctions of formulas ¢; v --- v @, where each @; is atomic
or negated atomic, and at most one @; is atomic in each such disjunction. Such
disjunctions of atomic and negated atomic formulas are called basic Horn formulas.

The following property of direct products is useful in induction proofs on
reduced products.

Lemma 2.6 (The maximal property). Let A;, i € I, be a nonempty indexed family
of structures of type L. If we are given a formula 3x®(x,y1, . ..,yn) of type L
and ai, . ..,an € | [;c; Ai, then there is an a € | [,.; A; such that

[Fz®(z,a1,...,an)] = [P(a,a1,...,a,)]-

PROOF. For
i€ [[FxP(x,a1,...,a,)]

choose a(i) € A; such that
A; = P(a(i),a1(7), ..., an(i)),

and for other ’s in I, let (i) be arbitrary. Then it is readily verified that such an a
satisfies the lemma. O]

Theorem 2.7. Let | [,.; A;/F be a reduced product of structures of type £, and
suppose (x4, ..., xy,) is a Horn formula of type L. If

al,...,aneHAi
i€l

and
[[@(ala s 7an)]] €r

then

[TA/F E(a/F,... an/F).

el
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PROOF. First let us suppose @ is a basic Horn formula
@1(.%1,.. . ,%n) Vo v @k(.%'l,. .. ,xn).

Our assumption

is equivalent to
U [®i(a1,...,an)] € F.

1<igk

If, for some @; which is a negated atomic formula we have

I —|®i(ay,... ,a,)] ¢ F,

then, by the definition of reduced product,
HA—’L/F ):@’L(al/Favan/F)a
el

hence

[[A/F = ®(ai/F,... an/F).
el

If now for each negated atomic formula ¢; we have
I— [[@i(al, . ,an)]] € F,
then there must be one of the @;’s, say @, which is atomic. (Otherwise

I—[®(a1,...,a)l =T— ] [®i(ar,...,an)] € F,
1<i<k
which is impossible as F' is closed under intersection and @ ¢ F.) Now in this case

[[—|€Z5i(a1, .. ,an)]] e I

forl<i<k-—1,s0

Since
[®(ai,...,an)]l € F,

taking the intersection we have
|:|:< & ﬁ@i(al,...,an)) &@k(al,...,an)]]eF,
I<i<k—1

SO
[[@k(al, . ,an)]] e F.

This says
[[A/F | ®c(ar/F, ... an/F);

iel
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hence

[TA/F E&(a/F,... an/F).

i€l
If ¢ is a conjunction
U & - &

of basic Horn formulas, then
[[wl(ala"'aan) & .- &Wk’(ala"wan)]] €r

leads to
[Zi(a1,...,an)]| € F
forl1 <i <k, so
[[A/F EWi(ai/F,... an/F),
1€l
1 <7 < k, and thus

[[A/F = ®(a1/F.... an/F).

el
Next we look at the general case in which @ is in the form

Qlyl A 'memw(y:L? AR 7ym7x17 A 7‘%.”)

with ¥ being a conjunction of basic Horn formulas. We use induction on the
number of occurrences of quantifiers in @. If there are no quantifiers, then we have
finished this case in the last paragraph. So suppose that the theorem is true for any
Horn formula with fewer than m occurrences of quantifiers. In ¢ above let us first
suppose ()1 is the universal quantifier, i.e.,

D =Vy19*(y1, 21, .., Tn).

If we are given a € | [,.; A, then from

i€l
[[@(ala s 7an)]] €F
it follows that
[®*(a,aq,...,a,)]| € F
as
[®(ai,...,an)] S [2*(a,a1,-..,a,)]-
By the induction hypothesis
HAZ/F ):Qs*(a/F7a1/F7"'7an/F);
i€l

hence

[[A/F = ®(a1/F,... an/F).
el

Next suppose (J1 is the existential quantifier, i.e.,

& = Iy P*(y1, 21, .. -, Tp)-
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Choose by 2.6 a € [ [,; A; such that

[®(ar,...,an)] = [2%(a,a1,...,a,)]-
Then again by the induction hypothesis
HAZ/F )ZQS*(CL/F7CL1/F7...,CL“/F);
i€l
hence

[[A/F E®(a/F,... an/F). -
i€l

The following generalizes the definition of ultraproducts in IV§6 to arbitrary
first-order structures.

Definition 2.8. A reduced product [ [..; A;/U is called an ultraproduct if U is an
ultrafilter over I. If all the A; = A, then we write A!/U and call it an ultrapower
of A. The class of all ultraproducts of members of K is denoted Py (K).

For the following recall the basic properties of ultrafilters from IV§3. We
abbreviate a,...,a, by @, and a1 /U, ..., a,/U by a/U.

Theorem 2.9 (L.oS). Given structures A;, i € I, of type £, if U is an ultrafilter
over I and @ is any first-order formula of type £, then

[TA/U E&(a/U,. .. an/U)

i€l
[®(ai,...,a,)] €U.

PROOF. (By induction on [(®).) For I(?) = 0 we have already observed that the
theorem is true. So suppose {(®) > 0 and the theorem holds for all ¥ such that
() < (D). If

b =P & Dy,

then
[21(a) & P2(a@)]| e U iff  [@1(a@)] N [P2(@)] € U
iff [[@;(@)]]e U fori=1,2
iff []A/UE®i(a/U) fori=1,2

el

iff [ ]A/U E &1(a/U) & 6(a/U).

i€l
One handles the logical connectives v, —, —, <> in a similar fashion. If
&(d@) = Jad(x, @),
choose a € [ [,; A; such that

[F2d(z,@)]| = [@(a,d)].
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Then
[e@] U iff [3xd(z,a@)]eU
iff [®(a,@)] €U forsomea
iff HAi/U = ®(a/U,@/U) for some a
i€l
iff |[A/U & 3ad(z,q/U)
1€l
iff | [Ay/U = o(a/v).
1€l
Finally, if

®(a@) = Vad(z, @)

then one can find a ¥ (@) such that the quantifier V does not appear in ¥ and ¢ ~ ¥
(by 1.13), hence from what we have just proved,

[®@]eU iff [[¥@]eU
iff [ [A/U Ew(@/u)
el
iff | [A/U @@/ O
el
Lemma 2.10. Let A be a first-order structure, I a nonempty index set and F a
proper filter over I. For a € A, let ¢, denote the element of A with

co(i) = a, iel.
Th
e map a:A— AR
defined by S
- *a

is an embedding of A into A1 /F. The map o is called the natural embedding of
Ainto A1/F.

PROOF. (Exercise.) O

Theorem 2.11. If A is a first-order structure of type £, I is an index set, and
U is an ultrafilter over I, then the natural embedding o of A into AT /U is an
elementary embedding.

PROOF. Just note that for formulas ¢(z1, ..., z,) of type .Z, we have

[®(cars---rca )| =1 if AkEd(a,...,a),
and
[P(cayy- yca,)] =0 if AWP(ar,...,an).

Thus
aA = d(aay,. .. aa,) iff AT/U = ®(aay,...,oa,). O
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Next we prove one of the most celebrated theorems of logic.

Theorem 2.12 (The Compactness Theorem). Let X' be a set of first-order sen-
tences of type £ such that for every finite subset Xy of X there is a structure
satisfying Xo. Then A = X for some A of type L.

PROOF. Let I be the family of finite subsets of X, and for ¢ € I let A; be a
structure satisfying the sentences in ¢. For i € I let

JiZ{jEI:igj}.
Then
Jiy 0 Jiy = Jii Ui,

so the collection of J;’s is closed under finite intersection. As no J; = @ it follows
that
F={JcI:J < Jforsomeicecl}

is a proper filter over I, so by IV§3.17 we can extend it to an ultrafilter U over [;
and each J; belongs to U. Now for @ € Y’ we have

{Ptel,
SO
Aj ):gﬁ forj € J{@}

as @ € j. Looking at | [,.; A; we see that

1€l
(2] = Jiay
SO
[[A/U
el
hence
[[A/UEZ.
1€l L]
Corollary 2.13. If X is a set of sentences of type £ and D is a sentence of type
£ such that
YE®,
then, for some finite subset Xy of X,
>0 E 2.

PROOF. If the above fails, then for some 3’ and ¢ and for every finite subset X
of X there is a structure A which satisfies X but not @; hence Xy u {— P} is
satisfied by some A. But then 2.12 says X' u {— &} is satisfied by some A, which
is impossible as A = X implies A = &. ]

A slight variation of the proof of the compactness theorem gives us the follow-
ing.
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Theorem 2.14. Every first-order structure A can be embedded in an ultraproduct
of its finitely generated substructures.

PROOF. Let [ be the family of nonempty finite subsets of A, and fori € I let A;
be the substructure of A generated by ¢. Also, for i € I let

Ji={jel:icj}.
As in 2.12 extend the family of J;’s to an ultrafilter U over I. For a € A let Aa be
any element of | [,.; A; such that
(Aa)(i) = a

if @ € 7. Then let
a:A— HAZ-/U

1€l
be defined by
aa = (Aa)/U.
For &(x1,...,x,) an atomic or negated atomic formula and a1, ...,a, € A
such that
A ): Q(alv i 'aan)7

we have

[[@()\al, RN )\an)]] =2 J{a1,-..,an}5
hence

a(A) = P(Nay /U, ..., a,/U).
This is easily seen to guarantee that « is an embedding. ]

For the remainder of this section we will assume that we are working with
some convenient fixed countably infinite set of variables X, i.e., all formulas will
be over this X.

Definition 2.15. A class K of first-order .Z-structures is an elementary class (or
a first-order class) if there is a set X' of first-order formulas such that

AceK iff AEXY.

K is said to be axiomatized (or defined) by X in this case, and X is a set of axioms
for K. Let Th(K) be the set of first-order sentences of type . satisfied by K,
called the theory of K.

Theorem 2.16. Let K be a class of first-order structures of type L. Then the
following are equivalent:

(a) K is an elementary class.
(b) K is closed under I, S, and Py.
K = IS(<)PU(K*),f0r some class K*.

PROOF. For (a) = (b) use the fact that each of I, S(<) and Py preserve first-order
properties. (b) = (c) is trivial, for let K* = K. For (c) = (a) we claim ||
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that K is axiomatizable by Th(/K ™) where K* is as in (c). Note that K = Th(K™).
Suppose
A =Th(K™).

Let Th*(A) be the set of sentences ®(ay, ..., a,) of type Z4 satisfied by A, and
let I be the collection of finite subsets of Th*(A). If

&(ay,...,a,) € Th*(A)
then for some B € K*,
BE3z;...32,P(x1, ..., ).

For otherwise
K* =V .. Vo,~®(x1,...,2p),

which is impossible as
A=z e, P(xy, .. xp)

and A = Th(K™). Consequently, for i € I we can choose A; € K™* and elements
a(i) € A; for a € A such that the formulas in ¢ become true of A; when a is
interpreted as a(i), for a € A. Let

and, as before, let U be an ultrafilter over I such that J; € U for¢ € I. Let @ be the
element in | [, ; A; whose ith coordinate is @ (7). Then for

d(ay,...,an) € Th*(A)

we have
[®@i,...,an)]| 2 JieU
where
i={P(ay,...,an)};
hence
[®@,...,a,)] € U.
Thus

1€l
By considering the atomic and negated atomic sentences in Th*(A), we see that
the mapping

a:A— H AU
1€l
defined by
aa =a/U
gives an embedding of A into [ [,.; A;/U, and then again from the above it follows
that the embedding is elementary. Thus A € 15(<) Py (K*). ]

Definition 2.17. An elementary class K is a strictly first-order (or strictly ele-
mentary) class if K can be axiomatized by finitely many formulas, or equivalently
by a single formula.
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Corollary 2.18. An elementary class K of first-order structures is a strictly
elementary class iff the complement K' of K is closed under ultraproducts.

PROOF. If K is axiomatized by &, then the complement of K is axiomatized
by — ®; hence K’ is an elementary class, so K’ is closed under Py;. Conversely
suppose K’ is closed under Py;. Let I be the collection of finite subsets of Th(K).
If K is not finitely axiomatizable, for each ¢ € I there must be a structure A; such
that
A=
but
A ¢ K.
Let
Ji={jel:icj},
and construct U as before. Then
[[A/U
i€l
for @ € Th(K) as
[[(ﬁ]] 2>J (@} € U.

Thus
[TA/U = Th(k),
iel
SO
[[A/UeK
iel

But this is impossible since by the assumption

[[A/UeK

el

as each A; € K'. Thus K must be a strictly elementary class. O

Definition 2.19. A first-order formula @ is a universal formula if it is in prenex
form and all the quantifiers are universal. An (elementary) class is a universal class
if it can be axiomatized by universal formulas.

Theorem 2.20. Let K be a class of structures of type L. Then the following are
equivalent:

(a) K is a universal class,
(b) K is closed under I, S, and Py,
(c) K = ISPy (K™), for some K*.

PROOF. (a) = (b) is easily checked and (b) = (c) is straightforward. For (¢) =
(a) let Thy (K ™) be the set of universal sentences of type .£ which are satisfied
by K*, and suppose A |= Thy(K*). Let Thf,(A) be the set of open sentences of
type -Z4 which are satisfied by A. Now we just repeat the last part of the proof of
2.16, replacing Th* by Th{,. O
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Definition 2.21. A first-order formula @ is a universal Horn formula if it is both
a universal and a Horn formula. A class K of structures is a universal Horn class
if it can be axiomatized by universal Horn formulas.

Before looking at classes defined by universal Horn formulas we need a techni-
cal lemma.

Lemma 2.22. The following inequalities on class operators hold:
(a) P < IPpg,

(b) PrPr < IPg,
(C) PR ISPPU

PROOF. (a) Given [ |
sees that

A; let ' = {I} be the smallest filter over /. Then one

[Tai=]]AyF

el el

el

using the map a(a) = a/F.

(b) Given a set .J and a family of pairwise disjoint sets I;, j € J, and algebras
A, for i € I and a filter F' over J and for j € J a filter F; over I;, define

1=
jedJ
and let R
F={Scl:{jeJ:SnljeF;}eF}.
Then £ is easily seen to be a filter over I, and we will show that

JH([]A/F)/Fg[IAMﬁ

i€l i€l

For each j € J define

QJHA1—>HA1

i€l i€l
by
aj(a) = aly; .
Then «; is a surjective homomorphism from [ [,.; A; to | |

vt HAZ—> HAZ/F]

iel; iel;

A,;. Let

iEIj

be the natural mapping. Define
iel jeT Niel,

to be the natural mapping derived from the v;’s, i.e.,

Let

o TT(Tavm) =TT (T]a0m) /7

jeJ Niel; i€l
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114 I1 IT4/F
iel ' B jed iel "/
o J
v
i 4 o]
iel N
4/F I1 (114 /F)/F
iel ! jeJ iel; "
v,
114 /F
o] ier 7
Figure 33

be the natural map (see Figure 33.) The mapping v o (3 is surjective as each of v
and S is surjective. Also let

v¥: HAi — HAZ/ﬁ
iel i€l
be the natural map. Let us show that
ker(vo ) = 0p.
We have

{a,by € ker(v o B) & (Ba,Bb) € kerv = O
& [Ba =B e F
&S {je J:I/j(afjj) = Vj(bf]j)} el
s{jed:la=bnljeFj}eF
s a=0b]elF.

Thus we have a bijection

S TTAVE -] (HAi/F])/F

iel jeJ Niel;

such that v o v* = v o 3. If we were working in a language of algebras, we could
use the first isomorphism theorem to show -y is an isomorphism. We will leave the
details of showing that ~y preserves fundamental relations to the reader.

(c) If F'is afilter over I, let J be the set of ultrafilters over I containing F'.
Given A;,1 € I, define, for U € J,

ay : [ [Ai/F - [[A/U

el el
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by
ay(a/F) = a/U,

o TTA/F -] (HAJU)

i€l UeJ ™iel

and then let

be the natural map. We claim that since one clearly has

F=(J

we must have an injective map «. For if

a/F #b/F
then

fa=t]¢F
so we can find an ultrafilter U extending F' with

[a=0]¢U.
Thus

aU(a) 7 aU(b)

so « is injective. If we were working with algebras, we would clearly have an
embedding, and we again leave the details concerning fundamental relations to the
reader. O]

Theorem 2.23. Let K be a class of structures of type L. Then the following are
equivalent:

(a) K is a universal Horn class,

(b) K is closed under 1, S, and Pg,
(¢) K is closed under I, S, P, and Py,
(d) K = ISPr(K™), for some K*,
(e) K = ISPPy(K*), for some K*.

PROOF. (a) = (b) is easily checked using 2.7, and (b) = (c), (b) = (d) and (c) =
(e) are clear. For (d) = (a) and (e) = (a) let Thyy (K *) be the set of universal Horn
sentences of type . which are true of K™*. Certainly K = Thyy (K™). Suppose

A = Thyy (K™).

Let Th§(A) be the set of atomic or negated atomic sentences true of A in .Z4.
(This is called the open diagram of A.) If we are given

then {@1(0,1, ... ,an), ... ,@k(al, - ,an)} - ThS(A)

A E3dzy . e [Pi(x, . an) & - & Pp(, . 1)

We want to show some member of P(K™*) satisfies this sentence as well. For this
purpose it suffices to show

P(K*) ¥EVxy .. Ve[~ Pi(z1,...,zn) v oo v = Dp(m1, ..o )]
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If at most one @; is negated atomic, then the universal sentence above would be
logically equivalent to a universal Horn sentence which is not true of A, hence
not of K*. So let us suppose at least two of the @; are negated atomic, say @; is
negated atomic for 1 < ¢ < ¢ (where 2 < ¢ < k), and atomic fort + 1 < i < k.
Then, for 1 < ¢ < ¢, one can argue as above that

K* ¥ Ve .. Ve[ Pi(x1, .., xn) v P (21, -y Tp) v v Pp(21, .. )]s
hence for some A; € K*,

A E 3z 3z, @iz, . xn) & Piga (21, .o xn) & - & Pr(x, ..o x,)]
For1 <i <t,1 < j < n,choose a;j(i) € A; such that

A= Di(a1(i),...,an(1)) & Pry1(a1(i),...,an(i)) & -+ & Prai(i),...,an(i)).

Then
1_[ A1'= & @i(al,...,an)

1<
1<i<t i<k

and

[] AieP(K*).

1<i<t

Let I be the collection of finite subsets of Th(j(A ), and proceed as in the proof
of 2.16, replacing Th*(A) by Th{(A), to obtain

A € ISP P(K*).

From 2.22,
ISPr < ISPPy < ISPRrPr < ISPg;
hence
ISPr = ISPP;.
Now
ISPyP < ISPrPr = ISPg;
hence

A e ISPyP(K*) < ISPRr(K*) = ISPPy(K*) = K. OJ
Let us now turn to algebras.

Definition 2.24. A quasi-identity is an identity or a formula of the form (p; ~
g1 & -+ & pn ~ qn) = p = q. A quasivariety is a class of algebras closed under
1, S, and Pp, and containing the one-element algebras.

Theorem 2.25. Let K be a class of algebras. Then the following are equivalent:

(a) K can be axiomatized by quasi-identities.

(b) K is a quasivariety.

(¢c) K is closed under 1, S, P, and Py and contains a trivial algebra.
(d) K is closed under 1S Pr and contains a trivial algebra.

(e) K is closed under ISP Py and contains a trivial algebra.

PROOF. As quasi-identities are logically equivalent to universal Horn formulas,
and as trivial algebras satisfy any quasi-identity, we have (a) = (b).



220 V Connections with Model Theory

(b) = (¢), (b) = (d) and (c) = (e) are obvious. If (d) or (e) holds, then K can be
axiomatized by universal Horn formulas by 2.23 which we may assume to be of
the form Vay ...V, (¥ v -+ v ¥}) with each ¥; an atomic or negated atomic
formula. (Why?) As a trivial algebra cannot satisfy a negated atomic formula,
exactly one of ¥y, ..., % is atomic. Such an axiom is logically equivalent to a
quasi-identity. ]

For us the study of universal algebra has been almost synonymous with the
study of varieties, but the Russian mathematicians under the leadership of Mal’cev
have vigorously pursued the subject of quasivarieties as well.

EXAMPLE. The cancellation law
T YR T ZOYRZ
is a quasi-identity.
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EXERCISES §2

1. If R is the ordered field of real numbers, show that R“ /U is a non-Archimedean or-
dered field if U is a nonprincipal ultrafilter on w. Show that the class of Archimedean
ordered fields is not an elementary class.

2. With P the set of prime numbers, show that | [ . » Z/(p) is a ring of characteristic
zero. Hence show that “being a field of finite characteristic” is not a first-order

property.
3. Show that “being a finite structure of type .Z” is not a first-order property.

4. Show that “being isomorphic to the ring of integers” is not a first-order property.
[Hint: Use IV§6 Exercise 7.]

5. Prove that the following hold: (a) Py S < ISPy; (b) PrS < ISPg.

6. Prove that a graph is n-colorable iff each finite subgraph is n-colorable.

Given two languages .¢, .’ with ¥ < ¢’ and a structure A of type .£”, let
A ] denote the reduct of A to .Z, i.e., retain only those fundamental operations
and relations of A which correspond to symbols in .Z. Then define K | o= {A [ #:
A € K}. Thy(K) is the set of universal sentences true of K.

7. Let K be an elementary class of type ., and let A be a structure of type ., ¥ <
Z'. Show that A € IS(K | ) iff A |= Thy(K | &).

8. Prove that a group G can be linearly ordered iff each of its finitely generated
subgroups can be linearly ordered.
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9. If ¢ is a sentence such that A |= & = S(A) = @, then show that & is logically
equivalent to a universal sentence.

10. If & is a sentence such that K = & = SPr(K) = &, then show that @ is logically
equivalent to a universal Horn sentence.

11. Given a language .Z let K be an elementary class and let ¢ be a sentence such that
for A,B e K with B < A, if A |= & then B = &. Show that there is a universal
sentence ¥ such that K = & < ¥. [Hint: Make appropriate changes in the proof
of 2.20.]

12. Given a first-order structure A of type . let D™ (A) be the set of atomic sentences
in the language .Z4 true of A. Given a set of sentences X' of type .Z, show that
there is a homomorphism from A to some B with B = X iff there is a C with
CED"(A)uX.

§3  Principal Congruence Formulas

This and the next section apply only to algebras. Principal congruence formulas are
the obvious first-order formulas for describing principal congruences. We give two
applications of principal congruence formulas, namely McKenzie’s theorem on
definable principal congruences, and Taylor’s theorem on the number of subdirectly
irreducible algebras in a variety. Throughout this section we are working with
a fixed language .# of algebras. First we look at how to construct principal
congruences using unary polynomials.

Lemma 3.1 (Mal’cev). Let A be an algebra of type .% and suppose a, b, c,d € A.
Then
{a,by e O(c,d)

iff there are terms
pi(xv Yts- - yk)>

1 <i < m, and elements e, . .., e € A such that

Q:p1(817€),
pi(ti, €) = piyi1(si+1,€) forl <i<m,

pm(tma 5) =D,
where
{si7ti} = {Cv d}
forl <i<m.

PROOF. Let p;(z,y1,...,yr) be any terms of type .# and let ey, ..., e, be any
elements of A. Then clearly

<pi(ca 5)7pi(d7 €)> € @(67 d)a

hence if
{si,ti} = {c,d}
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and
pi(ti, €) = pit1(Si+1,€)

then by the transitivity of ©(c, d),

<p1 (31, 5),pm(tm, €)> € @(C’ d)

Thus the collection 6* of pairs {a, by such that there are p;’s and e;’s as above
form a subset of ©(c, d). Now note that 6* is an equivalence relation, and indeed a
congruence. For if

(aj,bj) € 0%,

1 < j < n,andif f is a fundamental n-ary operation, let

aj = pj1(sj1,€5),

Pji(tji, €5) = Pjit1(Sjit1, €5),

and
Pjm; (tjm;, €5) = bj.
Then
f(br,.. . bj1,a4,...,a,) = f(bi,...,bj—1,pj1(551,€5),aj41,-..,an),
f(b17 .. '7bj—1apji(tjiagj)7aj+17 .. 7an) = f(blv .. 'abj—lvpji+1(sj’i+1aéj)7aj+17 .. 'aan)7

1 <i<mj,and

f(by,... ,bj_l,pjmj(tjmj,€j),aj+1, cosap) = f(br,... i1, b5, a541, .. an);

hence

<f(b17"'7bj—1aaj7'"7an)7f(b1a"-7bj7a'j+17"'7an)>E9*7

so by transitivity

(flay,...,an), f(b1,...,by)) € 0"

As
{e,dy e 0" < O(c,d)

we must have

Q(Ca d) = 0*7
since @(c, d) is the smallest congruence containing {c, d). ]
Definition 3.2. A principal congruence formula (of type .7 ) is a formula

71'(.’13, Yy, u, ’U)

of the form
1<i<n

JW{z =~ p1(21, W) & [ & pi(2, W) ~ pir1(ziv1, D) | & pu(2l, W) =~ y}

where

{21, 21} = {u,v},
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1 < ¢ < n. Let IT be the set of principal congruence formulas in .% (X ) where X
is an infinite set of variables.

Theorem 3.3. Fora,b,c,d € A and A an algebra of type %, we have
(a,b) € O(c,d)

iff
A =7(a,b,c,d)
for some 7 € II.
PROOF. This is just a restatement of 3.1. O]

Definition 3.4. A variety V has definable principal congruences if there is a finite
subset 11y of II such that for A € V and a,b,c,d € A,

(a,by€ O(c,d) iff A E=m(a,b,c,d)

for some 7 € 1.

Theorem 3.5 (McKenzie). If V is a directly representable variety, then V has
definable principal congruences.

PROOF. Choose finite algebras A1, ..., A € V such that for any finite B € V,
BelIP({A,...,AL}),

and let

Now let 4 ,
K ={A}' x - x A 1 j; <m}, 1 <i <k}

As K is a finite set of finite algebras, it is clear that there is a finite 11y < II such
that for A € K and a,b,c,d € A,

{a,b) e Oc,d)
iff
A = 7n(a,b, e d)

for some 7 € I1y. Now suppose B is any finite member of P({A1,..., Ay}) and
a,b,c,d € B with
{a,by € Oc,d).

Let
B = A" x--- x A}*.

Let us rewrite the latter as
Bii x - x Big, x - x By X -+ x Byg,,
with B;; = A;. For some 7 € II we have

B & n(a,b,c,d).
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Let 7(x,y,u,v) be
Jwy ... Jw,P(x, Yy, u, v, w1, ..., W),
where @ is open. Let ey, ..., e, € B be such that
B ?(a,b,c,deq,. .., e).
As there are at most mf possible 4-tuples

Cai, j), (i, 3), c(d, 4), d(i, §))

for 1 < j < s; we can partition the indices 71, . .., ¢s; into sets J;1, . . ., J3; with
t; < m? such that on each J;; the elements a, b, ¢, d are all constant. Thus in view
of the description of congruence formulas we can assume the e’s are all constant on
Jij. The set of elements of B which are constant on each J;; form a subuniverse C'
of B, and let C be the corresponding subalgebra. Then C € I(K), for if we select
one index (7j)* from each J;; then the map

defined by
a(c)(if)* = c((ij)*)
is easily seen to be an isomorphism. As aC € H(B),

aC &= m(aa, ab, ac, ad);

hence
C E n(a,b,c,d).

It follows that for some 7* € 1 (as C € I(K)),
C E 7*(a,b,c,d).

But then
B E 7*(a,b,c,d).

Hence for any finite member B of V/, the principal congruences of B can be
described just by using the formulas in I1j.

Finally, if B is any member of V and a, b, ¢,d € B with
{a,by e O(c,d)

then for some 7 € II we have

B E n(a,b, ¢, d).
If 7 is
Jwy ... Jw, P(z, Yy, u, v, w1, ..., W)
with @ open, choose ey, ..., e, € B such that

B = ®(a,b,c,d,eq,...,e).
Let C be the subalgebra of B generated by {a, b, c,d, e1,...,e,}. Then
C k= ?(a,b,c,d,eq,...,e)
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SO
C & 7(a,b,c,d);

hence for some 7* € I,

C = 1*(a,b,¢,d),
SO

B E 7*(a,b,c,d).

Thus V' has definable principal congruences. ]

Before proving Taylor’s Theorem we need a combinatorial lemma, a proof of
which can be found in [3].

Lemma 3.6 (Erdos). Let k be an infinite cardinal and let A be a set with |A| >
2%, C a set with |C| < k. Let A®) be the set of doubletons {c, d} contained in A
with ¢ # d. If a is a map from A® 10 C, then for some infinite subset B of A,

a(B?) = (¢}

for some e € C.

Theorem 3.7 (Taylor). Let V be a variety of type %, and let k = max(w, |.Z|).
If V' has a subdirectly irreducible algebra A with |A| > 2", then V has arbitrarily
large subdirectly irreducible algebras.

PROOF. If A € V is subdirectly irreducible and |A| > 2%, then let a,b € A be
such that ©(a, b) is the smallest congruence not equal to A. As there are only ~
many formulas in 17, and as

A = 7m(a,b,c,d)

for some 7w € I, if ¢ # d, it follows from 3.3 and 3.6 that for some infinite subset
B of Athereis an™ € II such that for ¢,d € B, if ¢ # d then

A E 7*(a,b,c,d).

Given an infinite set .# of new nullary function symbols with |.#| = m and an
infinite set of variables X, let 2 be

(i%j:i,je7andi# j}o(dy(X))u{n*(a,b,i,7) : 4,5 € 7 andi # j}u{a % b.

Then for each finite Yy S 3’ we see that by interpreting the 7’s as suitable members
of B, it is possible to find an algebra (essentially A) satisfying Xy. Thus X is
satisfied by some algebra A* of type .# U .# U {a, b}. Let I © A* be the elements
of A* corresponding to ., and let a, b again denote appropriate elements of A*.
Then |I| = m, and a # b. Choose 6 to be a maximal congruence on A* among the
congruences on A* which do not identify a and b. Then i, j € I and ¢ # j imply

(i,5) ¢ 0,

as
A" = 7*(a,b,i,j).
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Consequently A*/6 is subdirectly irreducible and
A*/6] = 11| = m.

This shows that V" has arbitrarily large subdirectly irreducible members. O

The next result does not depend on principal congruence formulas, but does
indeed nicely complement the previous theorem.

Theorem 3.8 (Quackenbush). If V is a locally finite variety with, up to isomor-
phism, only finitely many finite subdirectly irreducible members, then V has no
infinite subdirectly irreducible members.

PROOF. Let V* be the class of finite subdirectly irreducible members of V. If
A € V then let K be the set of finitely generated subalgebras of A. By 2.14 we
have

A e ISPy (K),

and from local finiteness
K c IPg(V*) € ISP(V*);

hence
A e ISPySP(V*),

SO
A € ISPP;(V*)

by 2.23. As an ultraproduct of finitely many finite algebras is isomorphic to one of
the algebras, we have

AeISP(V*);
hence

A e IPs(V*),
so A cannot be both infinite and subdirectly irreducible. O]
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EXERCISES §3

1. Show that commutative rings with identity have definable principal congruences.
Show that abelian groups of exponent n have definable principal congruences.

Show that discriminator varieties have definable principal congruences.

Ll

Show that distributive lattices have definable principal congruences.
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5. Suppose V is a variety such that there is a first-order formula ¢(x, y, u, v) with
{a,by € O(c,d) & A = ¢(a,b,c,d)

for a,b,c,d € A, A € V. Show that V' has definable principal congruences.

6. Show that a finitely generated semisimple arithmetical variety has definable principal
congruences.

7. Are elementary substructures of subdirectly irreducible [simple] algebras also
subdirectly irreducible' [simple]? What about ultrapowers?

8. (Baldwin and Berman). If V' is a finitely generated variety with the CEP (see 1I§5
Exercise 10), show that V' has definable principal congruences.

§4  Three Finite Basis Theorems

One of the older questions of universal algebra was whether or not the identities
of a finite algebra of finite type .% could be derived from finitely many of the
identities. Birkhoff proved that this was true if a finite bound is placed on the
number of variables, but in 1954 Lyndon constructed a seven-element algebra
with one binary and one nullary operation such that the identities were not finitely
based. Murskil constructed a three-element algebra whose identities are not finitely
based in 1965, and Perkins constructed a six-element semigroup whose identities
are not finitely based in 1969. An example of a finite nonassociative ring whose
identities are not finitely based was constructed by Polin in 1976. On the positive
side we know that finite algebras of the following kinds have a finitely based
set of identities: two-element algebras (Lyndon, 1951), groups (Oates-Powell,
1965), rings (Kruse; Lvov, 1973), algebras determining a congruence-distributive
variety (Baker, 1977), and algebras determining a variety with finitely many finite
subdirectly irreducibles and definable principal congruences (McKenzie, 1978).
We will prove the theorems of Baker, Birkhoff, and McKenzie in this section.

Definition 4.1. Let X be a set of variables and K a class of algebras. We say that
Id (X)) is finitely based if there is a finite subset X of Idx (X) such that

and we say that the identities of K are finitely based if there is a finite set of
identities X such that for any X,

5 Idg(X).

Theorem 4.2 (Birkhoff). Let A be a finite algebra of finite type % and let X be a
finite set of variables. Then 1d A (X) is finitely based.

"Note: The answer to this exercise in the 1981 edition is apparently not known.
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PROOF. Let 6 be the congruence on T(X) defined by

Pqeb
iff
AkEp=xq.
(This, of course, is the congruence used to define Fy/(4)(X).) As A is finite there
are only finitely many equivalence classes of §. From each equivalence class of

choose one term. Let this set of representatives be @ = {q1, ..., qn}. Now let
be the set of equations consisting of

TRy ifz,ye X and{z,yyeb,
g~ ifreX and (z,q;) € 0,
FGirs -3 i,) ® iy I f€Fn and (f(Giys -5 Gin)s Qingn) € 0.

Then a proof by induction on the number of function symbols in a term p € T'(X)
shows that if

(p,qi)€0

then

YEpxaq.
But then

LEpxq
if

AkEprg,
and as

AEXY

Idx (X) is indeed finitely based. ]

Theorem 4.3 (McKenzie) . If V is a locally finite variety of finite type & with
finitely many finite subdirectly irreducible members and if V' has definable principal
congruences, then the identities of V' are finitely based.

PROOF. Let Iy € II be a finite set of principal congruence formulas which show
that V' has definable principal congruences. Let Iy be {1, ..., m,}, and define ¢
to be

TV -0V Ty,

Then for A € V and a,b,c,d € A,
{a,by € O(c,d) & A = P(a,b,c,d).

Let Sq,...,S, be finite subdirectly irreducible members of V' such that every
finite subdirectly irreducible member of V' is isomorphic to one of the S;’s. By 3.8
they are, up to isomorphism, the only subdirectly irreducible algebras in V. Let ¥;
be a sentence which asserts “the collection of {a, b) such that |
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®(a, b, c,d) holds is O(c, d),” i.e. ¥; can be
Vqu{(ﬁ(u, v,u,v) & Ved(z, x,u,v) & VaVy|P(z,y,u,v) = D(y, x,u,v)]
& YaVyVz|P(x, y, u,v) & Py, z,u,v) = P(z, 2, u,v)]

8 & & V:):1Vy1...anVyn[1& b(x;, yi, u,v) H@(f(f),f(g),u,v)]}.

FntDfeTn <i<n
Thus for A any algebra of type .#, A |= ¥, iff forall a,b,c,d € A,
{a,b)ye O(c,d) < A = P(a,b,c,d).
Next let ¥, be a sentence which says
“an algebra is isomorphic to one of Sq,...,S,”
(see §1 Exercise 3). Then let ¥3 be a sentence which says

“Wy holds, and nontrivial subdirectly irreducible

implies isomorphic to one of Sy,...,S,.”
For example, W5 could be
U & (Hacfly [z % y & Vuvv (u % v - &(z,y,u,v))] > %).
Let X be the set of identities of V' over an infinite set of variables X . As
X s,
there must be a finite subset 3y of Y such that
Yo EYs

by 2.13. But then the subdirectly irreducible algebras satisfying >y will satisfy ¥s;
hence they will be in V. Thus the variety defined by Xy must be V. O

Now we turn to the proof of Baker’s finite basis theorem. From this paragraph
until the statement of Theorem 4.18 we will assume that our finite language of
algebras is .#, and that we are working with a congruence-distributive variety V.
Let po(z,y, 2),...,pn(z,y, 2) be ternary terms which satisfy Jonsson’s conditions
11§12.6.

Lemma 4.4.

V= pi(z,u,x) ~ pi(z,v,z), 1<i<n-—1
4 ): TEY— [p1($71’>y) %pl(xay7y) A Vpn—l(%ﬂ%y) % pnfl(l‘vyay)]'

PROOF. These are both immediate from I1§12.6. O]

The proof of Baker’s theorem is must easier to write out if we can assume that
the p;’s are function symbols.
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Definition 4.5. Let .#™* be the language obtained by adjoining new ternary
operation symbols t1,...,t,_1 to %, and let V* be the variety defined by the
identities X' of type .# over some infinite set X of variables true of V' plus the
identities

ti(z,y,2) = pi(z,y,2),
1<i<n-1.

Lemma 4.6. If the identities X* of V'* are finitely based, then so are the identities
X ofV.
PROOF. Let X** be
YU {ti(x,y,z) ~pi(r,y,2):1<i<n-— 1},
and let X be a finite basis for *. Then
U e X5
hence by 2.13 there is a finite subset Xj* of X** such that
X5t =X,
Thus X5* is a set of axioms for V'*; hence there is a finite Xy X' such that
Yo v {ti(:r,y,z) rpi(r,y,z) 1 <i<n— 1}
axiomatizes V'*. Hence it is clear that
SoEX
as one can add new functions ¢; to any A satisfying Xy to obtain A* with
A* = 5pE
o)

AEX n

Definition 4.7. Let 7™ be the set of all terms p(zx, ¥ ) of type .#* such that (i)
no variable occurs twice in p, and (ii) the variable x occurs in every nonvariable
subterm of p (as defined in 11§14.13).

Lemma 4.8. For A € V* and a,b,d’, b € A we have
O(a,b) nO(d,b) # A
i
A 3730 [ti(p(a, 2), q(a’, ), p(b, 7)) % ti(p(a, Z), ¢(t, @), p(b, 7))

for some p(x,72),q(x, W) € T* and some i,1 <i<n-—1

PROOF. (=) Suppose ¢ # d and

{e,d) € O(a,b) nO(d,b).
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Then we claim that for some p(z, 7)) € T, for some j, and for some g from A, we
have

tj(e,pla, §),d) # t;(c, p(b, §), d).
To see this first note that the equivalence relation on A generated by
{(P(a,9),p(b,9)) : p € T*, g from A}
is ©(a, b) (one can argue this in a manner similar to the proof of 3.1). As

{c,d) € O(a,b)

we see that for each i,
({ti(c,c,d), ti(c,d,d))

is in the equivalence relation generated by
{¢tie,pla, §),d), ti(c, p(b, §),d)y : pe T*, § from A}.
As ¢ # d, for some j we know
ti(e,c,d) #tj(c,d,d)
by 4.4; hence for some p, some ¢, and the same 7,

tj(c,pla,g),d) # t;(c,p(b, 7). d),

proving the claim. By incorporating ¢, d into the parameters, we have a p € T and
parameters € such that

p(a,€) # p(b,€);
and furthermore
(p(a,&),p(b,€)) € O(d',b')
as

(e, ), p(b,€)) € O(c,d)

e
because of 4.4. Now starting with (p(a, €), p(b, €')) instead of {c, d), we can repeat
the above argument to find ¢ € 7%, ¢; and f from A such that

ti(p(a,€), q(d’, ), p(b,€)) # ti(p(a, &), V), [ ), p(b, &),

as desired.

(<) If for some i

ti(p(a,€), q(d’, ), p(b,€)) # ti(p(a, &), q(V', [ ), p(b, €)),

then, as the ordered pair consisting of these two distinct elements is in both ©(a, b)
and ©(a’, V') by 4.4, we have

O(a,b) nO(d', V) # A. 0
Definition 4.9. Suppose the operation symbols in .#* have arity at most r, with

r finite. For m < w let T)}, be the subset of 7 consisting of those terms p in T
with no more than m occurrences of function symbols. Then define |
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Om(x,y,u,v) to be

\/ 37340 [ti(p(x, 2), q(u, @ ), p(y, 2)) # ti(p(x, 2), q(v,7), ply, 2))]
1<i<n—1
p,qeT

where the z’s come from {z1, ..., 2y, }, and the w’s come from {wy, ..., wpy,}.
The next lemma is just a restatement of Lemma 4.8.

Lemma 4.10. For A € V* and a,b,a’, b’ € A, we have
O(a,b) n O, V) # A
iff
A = 6y,(a,b,d ) b)

for some m < w.

Definition 4.11. Let 6, be the sentence

VaVyVuVv [5m+1(:13, Y, u,v) = oy (x,y, u, v)]

Lemma 4.12. (a)
Vi =6, = 6

form < w, and

(b) for A e V* if
A =0

and
A = d(a,b,c,d),

then
A = (a,b, e, d)

ork,m < w.
Jor k,

PROOF. To prove (a) suppose, for A € V'*,
A =0
and, for some a,b,c,d € A,
A = dpyo(a, b, c,d).
We want to show
A ): 5m+1(a7 bv &) d)
Choose p,q € T}y ., f, g € A, and i such that
tip(a, ), q(c,§),p(b, ) # ti(pla, f),q(d, §),p(b, ).
Then one can find p’, ¢’ € T7,p", ¢" € T)}, | with
p(ﬂ?, 2) = p”(pl(xv Z(l))v 5(2))
q(z,0) = ¢"(¢'(x, 1)), T(2))
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where 2(1y, Z(2), W(1), W(2) are subsequences of 2, respectively w. Let

a —P(a f(l))7
b =p'(b, f)),
d =q(c 9(1 ),
d' = ¢'(d, gay)-

Then
ti(p”(a/’fEQ))?qll(clvg(Q))’pll(b,’ fE?))) a ti(p”(al, fE )) (d 9(2 ) (b f(2 ))

hence
A bdpa(d, b, d).

As A = 07 it follows that
A=, (d V. d),
so there are p, g € T,%, an l_i ke A, and j such that
(B’ 1), (' ), (0, 1)) # t5(B(a’, 1), @', k), B, ),

ol

i.e.,

Now

for suitable , and likewise

for suitable ¥, so
A ): 5m+1(a’? b7 c, d)a
as was to be shown.

Combining (a) with the fact that
V* = 0k = ki1,
k < w, we can easily show (b). O
Definition 4.13. An algebra A is finitely subdirectly irreducible if for a,b,a’, b’ €
A witha # b,a’ # b’ we always have
O(a,b) nO(d', V) # A.

(Any subdirectly irreducible algebra is finitely subdirectly irreducible.) If V is a
variety, then Vrgr denotes the class of finitely subdirectly irreducible algebras in
V.

Lemma 4.14. If V5q; is a strictly elementary class, then, for some ng < w,
V;SI ): (x % Y &u %z 1}) - (5n0(x,y,u,’u)

and V* = 5:;0
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PROOF. Let & axiomatize Vi g;. Then the set of formulas
(P& (ab&c#d) & —dp(a,b,c,d)}bmew

cannot be satisfied by any algebra A and elements a, b, c,d € A in view of 4.10.
Hence by the compactness theorem, there is an n¢ < w such that

{P& (xR y&uzv)& —0m(z,y,u,v) m<n,

cannot be satisfied. By taking negations, we see that every algebra of type .7 *
satisfies one of

{@ - [(.%' % Yy &u %z U) - 6m($7y7u7 U)]}méno;
hence if A € Vg and a,b,c,d € A, we have

Ak \/ (@#b&cwd) - dnla,bc,d)

m<ng

SO

Af(arb&erd = \/ dnlabed);

m<ng
and as
Vﬁfsz ): Om = Om+1,
we have
AE(@#b&c#d) — op(a,b,c, d).

Thus

V;Sl ): (l‘ % y&u % U) - 5n0(x7yau7v)'

Again if

Ae V}?SI

and a,b,c,d € A and
A ): 5n0+1(a’7 b7 ¢, d)

then
O(a,b) N O(c,d) # A

by 4.10, so a # b and ¢ # d. From the first part of this lemma we have
A =6y (a, b, c,d).
Thus
V;SI ): 6:;0 :

Now if
A € Ps(Vigy),

say
A< H A; (as asubdirect product),
el

where A; € Vg, andif a,b,c,d € A and

A ): 5n0+1(a7 b7 C, d)a
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* ~ .
then for some p, q € T); . 1, for some €, f from A, and for some j, we have

—

t;(p(a, &), q(c, ), p(b,€)) # tj(p(a, ), q(d, ), p(b,&));

hence for some i € I,

— —

tj(p(a, €),q(c, f),p(b, €))(2) # t;(pla, &), q(d, [ ), p(b, €)) (7).
Thus
Ai | dngra(a(i), b(i), c(i), d(i)).
As Viigr = 65 it follows that
A |= Ono(ali), (i), c(i), d(i).
We leave it to the reader to see that the above steps can be reversed to show
A = 6y(a, b, c,d).
Consequently,

V* =6, 0]

Definition 4.15. If Vg, is a strictly elementary class, let $1 axiomatize V.
Let &5 be the sentence

1<isn—1

VaVuVv [ &  ti(z,u,x) x> ti(x,v,x)]
& Vwa[fv xy— \/ tiw,zy)# ti(w,y,y)],
1<i<n—1
and let @5 be the sentence
VaVyVuVo[(z % y & u % v) — Op, (2, y,u, v)],

where ng is as in 4.14.

Lemma 4.16. If Vg, is a strictly elementary class, then
V* b0, & P & (93 — D),
where ng and the ®; are as in 4.15.
PROOF. We have
Ve,

from 4.14 and
v* = @

follows from 4.4. Finally, the assertions
A = Ps, AecV*

imply
Ac V;SI
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in view of 4.10; hence
V* = &3 — . O

The following improvement of Baker’s theorem (4.18) was pointed out by
Jénsson .

Theorem 4.17. Suppose V is a congruence-distributive variety of finite type such
that Vrgy is a strictly elementary class. Then V' has a finitely based equational
theory.

PROOF. Let py,...,p,_1 be the terms used in 4.4, and let V* be as defined in 4.5.
Let & axiomatize Vrgr. Then

P& |:1<i§6n—1ti(x, Y, Z) ~ pZ(J], Y, 2)]
axiomatizes Vg, so Vg is also a strictly elementary class. Now let @1, P2, $3
and ng be as in 4.15. If X* is the set of identities true of V* over some infinite set
of variables, then

2* )Z 5:0 &@2 & (@3 - @1)

by 4.16. By 2.13 it follows that there is a finite subset X of X* such that
X0 F Oy & P & (93 — D).

We want to show that X axiomatizes V'*, so suppose A is finitely subdirectly
irreducible and A |= Y. The only time we have made use of congruence-
distributivity was to obtain terms for 4.4. All of the subsequent results have
depended only on 4.4 (this is not surprising in view of Exercise 3). As @ holds
in the variety defined by Xj we can use these subsequent results. Hence if
a,b,c,d e Aanda # b, c # d, then

A =y (a,b, e, d)
for some m < w by 4.10. As A |= J,; we know

A 0y (a,b,c,d)

by 4.12. Thus

A ): 4537
and as

A E 93— 9y,

it follows that

A = 9.
This means

A e Vi

hence every subdirectly irreducible algebra satisfying X also satisfies X*. In
view of Birkhoff’s theorem (II§8.6), X is a set of axioms for V'*. From 4.6 it is
clear that V' has a finitely based set of identities. O]
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Theorem 4.18 (Baker ). If V is a finitely generated congruence-distributive variety
of finite type, then V has a finitely based equational theory.

PROOEF. The proof of J6nsson’s Theorem IV§6.8 actually gives Vpsr € HSPy(K),
where K generates V. If V' is finitely generated, this means Vrg; = Vg, a finitely
axiomatizable elementary class. O]
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EXERCISES §4

1. Given a finite algebra A of finite type and a finite set of variables X, show
that there is an algorithm to find a finite basis for Ida (X).

2. Show that the identities of a variety are finitely based iff the variety is a
strictly elementary class.

3. (Baker). If V is a variety with ternary terms py, . . ., p,—1 Which satisfy the
statements in Lemma 4.4, show that V' is congruence-distributive.

§5 Semantic Embeddings and Undecidability

Now we return to the study of general first-order structures. In this section we will
see that by assuming a few basic results about undecidability we will be able to
prove that a large number of familiar theories are undecidable. The fundamental
work on undecidability was developed by Church , Godel, Kleene, Rosser and
Turing in the 1930’s. Rosser proved that the theory of the natural numbers is
undecidable, and Turing constructed a Turing machine with an undecidable halting
problem. These results were subsequently encoded into many problems to show
that the latter were also undecidable—some of the early contributors were Boone,
Church, Novikov, Post and Tarski. Popular new techniques of encoding were
developed in the 1960’s by Ershov and Rabin.

We will look at two methods, the embedding of the natural numbers used by
Tarski, and the embedding of finite graphs used by Ershov and Rabin.

The precise definition of decidability cannot be given here—however it suffices
to think of a set of objects as being decidable if there is an “algorithm” to determine
whether or not an object is in the set, and it is common to think of an algorithm as
a computer program.

Let us recall the definition of the theory of a class of structures.

Definition 5.1. Let K be a class of structures of type .Z. The theory of K, written
Th(K), is the set of all first-order sentences of type .Z (over some fixed “standard”
countably infinite set of variables) which are satisfied by K.
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Definition 5.2. Let A be a structure of type .Z and let B be a structure of type
Z*. Suppose we can find formulas

Az)
Dr(x1,...,0p,y) forfe Fpn=1
D (21,...,2Tp) forr e %p,n>=1

of type .Z* such that if we let
By={be B:B [ A(b)}
then the set
{{lbr, ..., by, by € BY x By : B |=®f(b1,...,by,b)}
defines an n-ary function f on By, for f € .%,,,n > 1, and the set
{b1,....,bny € By : B, (by,...,by)}

defines an n-ary relation r on By for r € %,,n = 1, such that by suitably
interpreting the constant symbols of . in By we have a structure B of type .£
isomorphic to A. Then we say A can be semantically embedded in B, written
A 7 B. The notation A —> K means A can be semantically embedded in
some member of K, and the notation H —~ K means each member of H can
be semantically embedded in at least one member of K, using the same formulas

A&, B,

Lemma 5.3. IfG—H and H K, then G ——— K, i.e., the notion of

sem sem sem
semantic embedding is transitive.

PRrROOF. (Exercise.) U
Definition 5.4. If K is a class of structures of type . and ¢y, . . ., ¢,, are symbols
not appearing in .%, then K(cy, ..., c,) denotes the class of all structures of type

Z u{eci,...,cn}, where each ¢; is a constant symbol, obtained by taking the
members B of K and arbitrarily designating elements cy, ..., c, in B.

Definition 5.5. Let NV be the set of natural numbers, and let N be (N, +,-, 1).

We will state the following result without proof, and use it to prove that the
theory of rings and the theory of groups are undecidable. (See [33].)

Theorem 5.6 (Tarski). Given K, if for some n < wwe have N—>K(cq,...,cp),
then Th(K) is undecidable.

Lemma 5.7 (Tarski). N——=Z ={(Z,+,-,1), Z being the set of integers.

sem
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PROOF. Let A(x) be
- fr xyioy o+ ey + 1),
By a well-known theorem of Lagrange,
Z = A(n) iffne N.

Let @, (z1,x2,y) be
T+ 22 R Y,

and let @.(x1, x2,y) be
X1 Ty Y.

Then it is easy to see N > Z. O
Theorem 5.8 (Tarski). The theory of rings is undecidable.

PROOF. Z is aring, so 5.6 applies. O

Remark. In the above theory of rings we can assume the language being used is
any of the usual languages such as {+,-}, {+,-, 1}, {+,+, —,0, 1} in view of 5.6.

Lemma 5.9 (Tarski).
<Za +, 1> sem <Zv =+, 2> 1>7

where % denotes the function mapping a to a>.

PROOF. Let A(x) be
r=x T,

let & (1, 22,y) be
T+ T2 RY,

and let @.(x1,x2,y) be
y+y+ai+ag (e +22)”
To see that the latter formula actually defines - in Z, note that in Z

a+b=ce2+a’+b* = (a+b)> ]

Lemma 5.10 (Tarski).
<Z7+7271> sem <Z’+7|71>7

where a|b means a divides b.

PROOF. Let A(x) be
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let @ (21, 72,y) be
T+ T2 RY,

and let $o(z1,y) be
Yz [(.Il +y)|z o ((x1]2) & (1 + 1|z))]
&Vuvovz [((u+ 21 =~ y) & (v+ 1 = 1))
— (u]z & (z1]2 & v]2))].
Then @2 (a, b) holds for a,b € Z iff
a+b==xala+1)
b—a==ala—1),

and thus iff
b=a> ]

Lemma 5.11 (Tarski) . Let Sym(Z) be the set of bijections from Z to Z, let o
denote composition of bijections, and let T be the bijection defined by m(a) =
a+1,ae Z. Then

<Z7 +7 |7 1> sem <Sym(Z)7 O7 7T>'

PROOF. Let A(x) be
romx mToX,

let ngr(‘/Eluany) be
Tr10T2 R Y,

and let @|(Jc1,x2) be
Vz(riozm~ z0x) > 2202 X 20 X9).

For o € Sym(Z) note that
goOm=To0

iff fora € Z,
ola+1)=o0(a)+1;
hence if
COT=TOoO
then
o(a) =0(0) +a,
1.e.,
o =n0),
Thus
(Sym(Z),0,m) = A(0)
iff

ce{r":neZ}.
Clearly ¢ defines a function on this set, and indeed
(Sym(Z),0,7) | @ (n®, 7", 7°)
iff
a+b=c



85 Semantic Embeddings and Undecidability 241

Next we wish to show
(Sym(Z),0,m) | &(x",7") iff alb,

in which case the mapping
a—

for a € Z gives the desired isomorphism to show

{Z,+,],1) o~ (Sym(Z), o, m).

So suppose albin Z. If 0 € Sym(Z) and
com® =n%00

we have
o(c+a)=0(c)+a

for ¢ € Z; hence
olc+d-a)=o0(c)+d-a

for ¢,d € Z, so in particular
o(c+b) =o0(c) + b;

hence
oo =T OQ0.

Thus
alb = (Sym(Z),o0,m) = @‘(T{'a,ﬂ'b).

Conversely suppose
<Sym(Z)a O, 7T> ): Q\ (,/Ta, 7Tb)
for some a,b € Z. If b = 0 then a|b, so suppose b # 0. Let

c+a ifalc
p<c>={ |

c ifatc
for c € Z. Clearly p € Sym(Z). An easy calculation shows
pon®=mn%op;
hence looking at #| we must have

pon’bzﬂ'bop.

Now
o plc) = c+a+b ?fa|c
c+b ifatfc
and
b c+b+a ifalc+b
pom(c) = :
c+b ifafc+0.
Thus

alc iff alc+ b,
for c € Z; hence alb. [
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Theorem 5.12. (Tarski) . The theory of groups is undecidable.

PROOF. From 5.3, 5.7, 5.9, 5.10, and 5.11 we have N —— (Sym(Z), o, m). If K

sem
is the class of groups (in the language {-}) then (Sym(Z), o, ) € K(c1); hence
by 5.6 it follows that Th(K) is undecidable. O

A major result of J. Robinson was to show (N, +,:, 1) ——— (Q,+,,1);
hence the theory of fields is undecidable.

Now we turn to our second technique for proving undecidability. Recall that a
graph is a structure (G, r) where r is an irreflexive and symmetric binary relation.

Definition 5.13. Gy, will denote the class of finite graphs.
The following result we state without proof. (See [13]; Rabin [1965].)

Theorem 5.14 (Ershov, Rabin). If we are given K, and for some n < w we have
Gfin S€:4m>K(Clv ceesCn)y

then Th(K) is undecidable.
Theorem 5.15 (Grzegorczyk). The theory of distributive lattices is undecidable.

PROOF. If P = (P, <) is a poset, recall that a lower segment of P means a subset
Sof Psuchthata € P, b e Sand a < bimply a € S. In I§3 Exercise 4 it
was stated that a finite distributive lattice is isomorphic to the lattice of nonempty
lower segments (under <) of the poset of join irreducible elements of the lattice;
and if we are given any poset with O then the nonempty lower segments form a
distributive lattice, with the poset corresponding to the join irreducibles.

Thus given a finite graph (G, ), let us define a poset P = (P, <) by
P =Gy {{a,b} < G :arbholds} u {0},

and require p < g to hold iff p = ¢,p = 0, or p € G and g is of the form {p, b}.
Then in the lattice L of lower segments of P the minimal join irreducible elements
are precisely the lower segments of the form {a, 0} for a € G; and arb holds in G
iff there is a join irreducible element above {a, 0} and {b, 0} in L. (See Figure 34
for the poset corresponding to the graph in Figure 30.) Hence if we let Irr(x) be

‘v’sz(yvzmx—%yzmvzzx))
and then let A(x) be

Irr(z) & Vy [(y <z & Irr(y) > (yx 0 vy~ 2)| & (2 % 0)
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{a,b} {b.c} {b.d} {c.d}
0
Figure 34

and let &, (x1,x2) be
(z1 % 22) &y [Irr(y) & 1 <y & 2 <y,

where in the above formulas v < v is to be replaced by u A v = u, then we see
that (G, r) is semantically embedded in (L, v, A, 0. O

Theorem 5.16 (Rogers). The theory of two equivalence relations is undecidable,
i.e., if K is the class of structures { A, r1, 19y where r1 and ry are both equivalence
relations on A, then Th(K) is undecidable.

PROOF. Given a finite graph (G, r) let < be a linear order on G. Then let .S be the
set

G u {{a,b) : arb}.

Let the equivalence class a/r be

{a} U {{a,b) : arb,a < b} U {{b,a) : arb,a < b}
and let the equivalence class b/ be

{b} U {{a,b) : arb,a < b} U {{b,ay : arb,a < b}.

(See Figure 35 for the structure (S, r1, 79 corresponding to the graph in Figure 30
with a < b < ¢ < d. The rows give the equivalence classes of 71, the columns the
equivalence classes of 3.) Then (S, 1, r2) is a set with two equivalence relations.
Let

ro =71 NTry.

Then the elements of G are precisely those s € S such that

s/ro = {s},
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o (a,b)
oa o (b,

0o (b o (b,
ob o (¢,b) o (d b

O (c,d)
oc o (d.cy

od

Figure 35

and for a, b € G, arb holds iff
|{c€ S :aricand crab} U {c € S : bricand craa}| = 2.
Thus the formulas
Az) = Vy[(xrly & xroy) > x & y]
Dy (21, 22) = 3y13y2{y1 #ys & [(i§15729617"1yi & yﬂz%) v (iﬁlngﬁyi & yﬂ"zfﬁ)]}

suffice to show
<G7 ’I"> sem <Sv r1, T2>' ]

A more general notion of a semantic embedding of a structure A into a structure
B is required for some of the more subtle undecidability results, namely the
interpretation of the elements of A as equivalence classes of n-tuples of elements
of B. Of course this must all be done in a first-order fashion. For notational
convenience we will define this only for the case of A a binary structure, but it
should be obvious how to formulate it for other structures.

Definition 5.17. Let A = (A,r) be a binary structure, and B a structure of
type .Z. A can be semantically embedded in B, written A ~ B, if there are
Z-formulas, for some n < w,

Alr, .. )
¢T(m17 M ann;yl?- . 7y’fl)
Eq(l'l, <o Tps Yl .- ayn)

such that if we let

D ={(b,....buy€ B" : B = A(by,...,by)}
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and if 7 is the binary relation
P = {(b,é)e D x D: B &,(b,@)}
and = is the binary relation
=={(b,&)e D x D : B = Eq(b,¢)}
then = is an equivalence relation on D and we have
(A7) =(D,rP)/=
where

rP/== {(b)= ¢/= e D/=x D/=: P ~ (b/=x /=) # 0}.

A class H of binary structures can be semantically embedded into a class K of
structures of type ., written H ~— K, if there are formulas A, &,., Eq as above
such that for each structure A in the class H there is a member B of K such that
A, @, Eq provide a semantic embedding of A into B.

Using our more general notion of semantic embedding we still have the general
results from before, two of which we repeat here for convenience.

Theorem 5.18. (a) The semantic embeddability relation 20, s transitive.

(b) (Ershov , Rabin ). If finite graphs can be semantically embedded into a
class K(ci,. .., cp), then the first-order theory of K is undecidable.

For the last part of this section we will look at results on Boolean pairs.

Definition 5.19. A Boolean pair is a structure (B, By, <) where (B, <) is a
Boolean algebra (i.e., this is a complemented distributive lattice) and By is a unary

relation which gives a subalgebra ( By, <). The class of all Boolean pairs is called
BP.

The Boolean pairs (B, By, <) such that ( B, <) is atomic (i.e., every element
is a sup of atoms) and By contains all the atoms of { B, <) form the class BP*.

The Boolean pairs (B, BOL<> such that for every element b € B there is a
least element b € By with b < b constitute the class BPM .

The Boolean pairs (B, By, <) in BPM such that (B, <), (B, <) are atomic
form the class BP?.
Definition 5.20. Let G, be the class of finite graphs (G, r) such that r # ©.

Lemma 5.21. Gg, —> G (c).

PROOF. (Exercise.) O
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Adapting a technique of Rubin, McKenzie proved the following.
Theorem 5.22 (McKenzie) . The theory of BP? is undecidable.

PROOF. Given a member G = (G,r) of Gf let X = G x w. Two sets Y and Z
are said to be “almost equal,” written Y = Z, if Y and Z differ by only finitely
many points. For g € G,let Cy = {{g,7) : j € w} € X, a “cylinder” of X. Let
B be all subsets of X which are almost equal to a union of cylinders, i.e., all Y’
such that for some S € G,Y £ | J,.q C,. Note that (B, <) is a Boolean algebra
containing all finite subsets of X.

To define By first let

gesS

E = {{a,b} : {a,b) e r},
the set of unordered edges of G, and then for each g € G choose a surjective map

ag:Cy > E xw
such that

-1 ] 2 ifgee
‘ag (<67]>)‘_ {3 lfg¢€

Then, for (e, j) € E x w, let .
Dej=|Ja;" (e, ).

geG
This partitions X into finite sets D, ; such that for g € G,

2 ifgee

D..nC,| =
[Dej 0 Cl {3 ifg¢e.

Let By be the set of finite and cofinite unions of D, ;’s. Note that (B, <) is a
subalgebra of (B, <) as a Boolean algebra.

Now we want to show (G, 7) = (B, By, <) :

A(x) is “for all atoms y of By there are exactly two or three atoms of B below
NE T

Eq(x,y) is Vz3u [u is an atom of By and there are exactly two or three atoms
of Bbelowz Ay Auand (z AyAzAaux0orz Ay Az Aux0)]

D (z,y) is x % y & YuVvu|Eq(u, x) & Eq(v,y) — (for some atom z of By
there are exactly two atoms of B below each of u A z and v A z)].

sem

To see that G — (B, By, <) it suffices to check the following claims:

(2) (B, By, <) = A(Z) implies Z £ C, for some g € G (just recall the descrip-
tion of the elements of B),

(b){B, By, <) | A(Cy) for g € G,

(c) for X, Y such that A(X), A(Y) hold we have Eq(X,Y)iff X =Y,

(d) for X, Y such that A(X), A(Y') hold we have &,(X,Y) iff X £ C,,Y £ C,
for some g, ¢’ € G with {g,¢') € r,
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(e) the mapping g — C,/ = establishes G = (D, r)/=.

Thus we have proved
Gr =% BP?%
hence
Galc) == BP?(c);

thus by Lemma 5.21
Ghin % BP*(c). =

Theorem 5.23 (Rubin). The theory of C Ay, the variety of monadic algebras, is
undecidable.

PROOF. It suffices to show BP2 =2 (C'A; as we have G — BP?(cy). Given
(B, By, <) BP?, let c be the unary function defined on the Boolean algebra
(B, <) by

c(b) = the least member of By above b.

Then (B, v, A,”,¢,0, 1) is a monadic algebra, and with

A(x)  definedasz ~ x
&p,(x) defined as x ~ c(z)

we have, using the old definition of semantic embedding,
(B, By, <)~ (B, v, n,',¢,0,1). O

sem

Actually the class BPM defined above is just an alternate description of
monadic algebras, and BP? < BPM,

Finally we turn to the class BP', a class which has played a remarkable role
in the classification of decidable locally finite congruence modular varieties.

Theorem 5.24 (McKenzie) . The theory of BP' is undecidable.

PROOF. Given a finite graph (G, ) with r # O first construct (B, By, &) as in
5.22, so B is a field of subsets of X = G x w. Let 7 be the first projection map
from X x w to X, and define
B* = {r'(Y):Y € B}
BE = {r7"(Y) : Y € By}.
Then
(B*,Bj,<) ~ (B, By, <),
and each nonzero member of B* contains infinitely many points from X x w. Now
let
B** ={Y € X xw:Y £ Z for some Z € B*}
Bi* ={Y € X xw:Y £ Z forsome Z € B}}.
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Then (B**, BE* <) € BP! as all finite subsets of X x w belong to both B** and
Bg*, and furthermore

(B** By*, )/ £ = (B*, Bf,<).
Now “Y is finite” can be expressed for Y € B** by
Ve[r <Y — z e B
as every nonzero element by of By has an element b € B — By below it. Thus

(B*, By, <) = (B**, B§",<);

hence
(B, By, S) = (B** B}*, o).
This shows
Bp? =% BPY
hence
Ghin % BP(c1). =
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Recent Developments and
Open Problems

At several points in the text we have come very close to some of the most exciting
areas of current research. Now that the reader has had a substantial introduction to
universal algebra, we will survey the current situation in these areas and list a few
of the problems being considered. (This is not a comprehensive survey of recent
developments in universal algebra—the reader will have a good idea of the breadth
of the subject if he reads Taylor’s survey article [35], Jénsson’s report [20], and the
appendices to Grétzer’s book [16].)

§1 The Commutator and the Center

One of the most promising developments has been the creation of the commu-
tator by Smith [1976]. He showed that, for any algebra A in a congruence-
permutable variety, there is a unique function, [—, —], called the commutator, from
(Con A) x (Con A) to Con A with certain properties. In the case of groups this
is just the familiar commutator (when one considers the corresponding normal
subgroups). Rather abruptly, several concepts one had previously considered to
belong exclusively to the study of groups have become available on a grand scale:
viz., solvability, nilpotence, and the center. Hagemann and Herrmann [1979] subse-
quently extended the commutator to any algebra in a congruence-modular variety.
Freese and McKenzie [1987] have given another definition of the commutator,
and of course we used their (first-order) definition of the center (of an arbitrary
algebra) in 11§ 13. These new concepts have already played key roles in Burris and
McKenzie [1981] and Freese and McKenzie [1981],[1987].

Problem 1. For which varieties can we define a commutator?

Problem 2. Find a description of all A (parallel to 11§ 13.4) such that Z(A) =V 4.

249
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§2 The Classification of Varieties

Birkhoff’s suggestion in the 1930’s that congruence lattices should be considered
as fundamental associated structures has proved to be remarkably farsighted. An
important early result was the connection between modular congruence lattices
and the unique factorization property due to Ore [1936]. A major turning point in
showing the usefulness of classifying a variety by the behavior of the congruence
lattices was Jonsson’s theorem [1967] that if V' (K) is congruence-distributive, then
V(K) =1PsHSPy(K).

The role of a single congruence, the center, is rapidly gaining attention. Let
us call a variety modular Abelian if it is congruence-modular and, for any algebra
A in the variety, Z(A) = V 4. Such varieties are essentially varieties of unitary
left R-modules. A variety V is said to be (discriminator) & (modular Abelian)
if it is congruence modular and there are two subvarieties V7, V5 such that V] is
a discriminator variety, V5 is a modular Abelian variety, and V = V; v V5. For
such a variety V (see Burris and McKenzie [1981]) each algebra in V is, up to
isomorphism, uniquely decomposable as a product of an algebra from V; and an
algebra from V5. The importance of this class of varieties is discussed in §3 and §5
below. The following Hasse diagram (Figure 36) shows some of the most useful
classes of varieties in research.

all varieties

congruence-modular

congruence
-distributive
congruence-
permutable
arithmetical L
(discriminator) ®
semisimple (modular Abelian)
arithmetical
discriminator
modular
generated by Abelian

a primal algebra

trivial varieties

Figure 36
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§3  Decidability Questions

Decidability problems have been a popular area of investigation in universal algebra,
thanks to the fascinating work of Mal’cev [24] and Tarski [33]. Let us look at
several different types of decidability questions being studied.

(a) First-order Theories. In V§5 we discussed the semantic embedding tech-
nique for proving that theories are undecidable. There has been a long-standing
conviction among researchers in this area that positive decidability and nice struc-
ture theory go hand in hand. The combined efforts of Szmielew [1954], Ershov
[1972] and Zamjatin [1978a] show that a variety of groups is decidable iff it is
Abelian. This has recently been strengthened by McKenzie [1982c] as follows:
any class of groups containing Ps(G), where G can be any nonabelian group, has
an undecidable theory. In Burris and Werner [1979] techniques of Comer [1975]
for cylindric algebras have been extended to prove that every finitely generated
discriminator variety of finite type has a decidable theory. Zamjatin [1976] showed
that a variety of rings has a decidable theory iff it is generated by a zero-ring and
finitely many finite fields. Recently Burris and McKenzie [1981] have applied
the center and commutator to prove the following: if a locally finite congruence-
modular variety has a decidable theory, then it must be of the form (discriminator)
® (modular Abelian). Indeed there is an algorithm such that, given a finite set K
of finite algebras of finite type, one can decide if V (K) is of this form, and if so,
one can construct a finite ring R with 1 such that V(K') has a decidable theory
iff the variety of unitary left R-modules has a decidable theory. This leads to an
obvious question.

Problem 3. Which locally finite varieties of finite type have a decidable theory?
Zamjatin [1976] has examined the following question for varieties of rings.

Problem 4. For which varieties of finite type is the theory of the finite algebras in the
variety decidable?

Actually we know very little about this question, so let us pose two rather
special problems.

Problem 5. Do the finite algebras in any finitely generated arithmetical variety of finite
type have a decidable theory?

Problem 6. Do the finite algebras in any finitely generated congruence-distributive, but
not congruence-permutable, variety of finite type have an undecidable theory?

(b) Equational Theories. Tarski [1953] proved that there is no algorithm for
deciding if an equation holds in all relation algebras (hence the first-order theory
is certainly undecidable). Mal’cev [24] showed the same for unary algebras.
Murskii [1968] gave an example of a finitely based variety of semigroups with
an undecidable equational theory. R. Freese [1979] has proved that there is no
algorithm to decide which equations in at most 5 variables hold in the variety of
modular lattices. From Dedekind’s description (see || [3]) of the 28 element
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modular lattice freely generated by 3 elements it is clear that one can decide which
equations in at most 3 variables hold in the variety of modular lattices.

Problem 7. Is there an algorithm to decide which equations in at most 4 variables hold in
modular lattices?

(c) Word Problems. Given a variety V' of type .#, a presentation (of an algebra
A) in V is an ordered pair (G, R) of generators G and defining relations R such
that the following hold.

(i) R is a set of equations p(g1,...,9n) = q(g1,...,9n) of type .F U G (we
assume # N G = @) with g1,...,9, € G.

(i) If V is the variety of type .# U G defined by X' U R, where X is a set of
equations defining V, then A is the reduct (see 11§ 1 Exercise 1) of F‘A/(Q ) to the
type of V.

When the above holds we write 2y (G, R) for A, and say “Zy (G, R) is the
algebra in V freely generated by G subject to the relations R.” If R = & we just
obtain Fy (G). A presentation (G, R) is finite if both G and R are finite, and in
such case 2y (G, R) is said to be finitely presented.

The word problem for a given presentation (G, R) in V" asks if there is an algo-
rithm to determine, for any pair of “words,” i.e., terms (g1, . .., gn), $(g1,- - -, Gn),
whether or not

Fv(@)E=r(gi,...,9n) ~ s(g1,- -, 9n)-

If so, the word problem for (G, R) is decidable (or solvable); otherwise it is
undecidable (or unsolvable). The question encountered in (b) above of “which
equations in the set of variables X hold in a variety V" is often called the word
problem for the free algebra F'/(X). The word problem for a given variety V' asks
if every finite presentation (G, R) in V has a decidable word problem. If so, the
word problem for V' is decidable; otherwise it is undecidable.

Markov [1947] and Post [1947] proved that the word problem for semigroups is
undecidable. (A fascinating introduction to decidability and word problems is given
in Trakhtenbrot [36].) Perhaps the most celebrated result is the undecidability of the
word problem for groups (Novikov [1955]). A beautiful algebraic characterization
of finitely presented groups &y (G, R) with solvable word problems is due to
Boone and Higman [1974], namely 22y (G, R) has a solvable word problem iff it
can be embedded in a simple group S which in turn can be embedded in a finitely
presented group T'. This idea has been generalized by Evans [1978] to the variety
of all algebras of an arbitrary type. Other varieties where word problems have
been investigated include loops (Evans [1951]) and modular lattices (Hutchinson
[1973], Lipschitz [1974] and Freese [1979]). The survey article of Evans [14] is
recommended.

Problem 8. Is the word problem for orthomodular lattices decidable?



84 Boolean Constructions 253

(d) Base Undecidability. This topic has been extensively developed by McNulty
[1976] and Murskii, V.L. [1971]. The following example suffices to explain the
subject. Suppose one takes a finite set of equations which are true of Boolean alge-
bras and asks: “Do these equations axiomatize Boolean algebras?” Surprisingly,
there is no algorithm to decide this question.

Problem 9. Can one derive the Linial-Post theorem [1949] (that there is no algorithm to
determine if a finite set of tautologies with modus ponens axiomatizes the
propositional calculus) from the above result on Boolean algebras, or vice
versa?

(e) Other Undecidable Properties. Markov [26] showed that a number of
properties of finitely presented semigroups are undecidable, for example there is
no algorithm to determine if the semigroup is trivial, commutative, etc. Parallel
results for groups were obtained by Rabin [1958]; and McNulty [1976] investigates
such questions for arbitrary types. In [1975] McKenzie shows that the question
of whether or not a single groupoid equation has a nontrivial finite model is
undecidable, and then he derives the delightful result that there is a certain groupoid
equation which will have a nontrivial finite model iff Fermat’s Last Theorem is
actually false. For decidability questions concerning whether a quasivariety is
actually a variety see Burris [1982b] and McNulty [1977]. A difficult question is
the following.

Problem 10. (Tarski). Is there an algorithm to determine if V(A) has a finitely based
equational theory, given that A is a finite algebra of finite type?

84  Boolean Constructions

Comer’s work [1971], [1974], [1975], and [1976] connected with sheaves has
inspired a serious development of this construction in universal algebra. Comer
was mainly interested in sheaves over Boolean spaces, and one might say that this
construction, which we have formulated as a Boolean product, bears the same
relation to the direct product that the variety of Boolean algebras bears to the class
of power set algebras Su(7). Let us discuss the role of Boolean constructions in
two major results.

The decidability of any finitely generated discriminator variety of finite type
(Burris and Werner [1979]) is proved by semantically embedding the countable
members of the variety into countable Boolean algebras with a fixed finite number
of distinguished filters, and then applying a result of Rabin [1969]. The semantic
embedding is achieved by first taking the Boolean product representation of Keimel
and Werner [1974], and then converting this representation into a better behaved
Boolean product called a filtered Boolean power (the filtered Boolean power is the
construction introduced by Arens and Kaplansky in [1948]).

The newest additions to the family of Boolean constructions are the modified
Boolean powers, introduced by Burris in the fall of 1978. Whereas |
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Boolean products of finitely many finite structures give a well-behaved class of
algebras, the modified Boolean powers give a uniform method for constructing
deviant algebras from a wide range of algebras. This construction is a highly
specialized subdirect power, but not a Boolean product.

The construction is quite easy. Given a field B of subsets of a set I, a subfield
B of B, an algebra A, and a congruence 6 on A, let

A[B,By,0]* = {fe Al : f~Y(a) e B, f~Y(a/0) € By, fora € A, and |Rg(f)| < w}.

This is a subuniverse of A, and the corresponding subalgebra is what we call the
modified Boolean power A B, By, ]*. McKenzie developed a subtle generaliza-
tion of this construction in the fall of 1979 for the decidability result of Burris
and McKenzie mentioned in §3(a) above. His variation proceeds as follows: let
B, By, A and 0 be as above, and suppose A < S. Furthermore assume that By
contains all singletons {3}, for i € I. Then the set

A[B,By,0,8]* = {f € S : 3g € A[B, By, 0]* with [[f # g]| finite}

is a subuniverse of S’. The corresponding subalgebra A[B, By, 6, S]* is the
algebra we want.

§5  Structure Theory

We have seen two beautiful results on the subject of structure theory, namely the
Bulman-Fleming, Keimel and Werner theorem (IV§9.4) that every discriminator
variety can be represented by Boolean products of simple algebras, and McKenzie’s
proof [1982b] that every directly representable variety is congruence-permutable.
McKenzie goes on to show that in a directly representable variety every directly
indecomposable algebra is modular Abelian or functionally complete.

The definition of a Boolean product was introduced in Burris and Werner
[1979] as a simplification of a construction sometimes called a Boolean sheaf.
Subsequently Krauss and Clark [1979] showed that the general sheaf construction
could be described in purely algebraic terms, reviewed much of the literature
on the subject, and posed a number of interesting problems. Recently Burris
and McKenzie [1981] have proved that if a variety V' can be written in the form
IT*(K), with K consisting of finitely many finite algebras, then V' is of the form
(discriminator) & (modular Abelian); and then they discuss in detail the possibility
of Boolean powers, or filtered Boolean powers, of finitely many finite algebras
representing a variety. The paper concludes with an internal characterization of
all quasiprimal algebras A such that the [countable] members of V' (A) can be
represented as filtered Boolean powers of A, generalizing the work of Arens and
Kaplansky [1948] on finite fields.

Let us try to further crystallize the mathematically imprecise question of “which
varieties admit a nice structure theory” by posing some specific questions.
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Problem 11. For which varieties does there exist a bound on the size of the directly
indecomposable members?

Problem 12. For which varieties V' is every algebra in V' a Boolean product of directly in-
decomposable algebras? (Krauss and Clark [1979]) of subdirectly irreducible
algebras? of simple algebras?

Problem 13. For which finite rings R with 1 is the variety of unitary left R-modules
directly representable?

§6  Applications to Computer Science

Following Kleene’s beautiful characterization [1956] of languages accepted by
finite state acceptors and Myhill’s study [1957] of the monoid of a language,
considerable work has been devoted to relating various subclasses of regular
languages and the associated class of monoids. For example Schiitzenberger
[1965] showed that the class of star-free languages corresponds to the class of
groupfree monoids. For this direction see the books [11], [12] of Eilenberg, and
the problem set and survey of Brzozowski. [7], [7a].

§7 Applications to Model Theory

Comer [1974] formulated a version of the Feferman-Vaught theorem (on first-order
properties of direct products) for certain Boolean products, and in Burris and
Werner [1979] it is shown that all of the known variations on the Feferman-Vaught
theorem can be derived from Comer’s version.

Macintyre [1973/74] used sheaf constructions to describe the model compan-
ions of certain classes of rings, and this was generalized somewhat by Comer
[1976] and applied to varieties of monadic algebras. In Burris and Werner [1979] a
detailed study is made of model companions of discriminator varieties, and then
the concept of a discriminator formula is introduced to show that the theorems of
Macintyre and Comer are easy consequences of the results on discriminator vari-
eties. A formula 7(z, y, u, v) is a discriminator formula for a class K of algebras
if it is an existential formula in prenex form such that the matrix is a conjunction
of atomic formulas, and we have

K@ yun) o [@ryluso)v@zy&s~ o).

Problem 14. For which varieties V' can one find a discriminator formula for the subclass
of subdirectly irreducible members?

Problem 15. Which finite algebras have a discriminator formula?
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68  Finite Basis Theorems

In V§4 we looked at the three known general results on the existence of a finite basis
for a variety (i.e., the variety is finitely axiomatizable). For many years universal
algebraists hoped to amalgamate the Oates-Powell theorem [1965] (that a variety
generated by a finite group has a finite basis) with Baker’s theorem (that a finitely
generated congruence-distributive variety of finite type has a finite basis) into one
theorem saying that a finitely generated congruence-modular variety of finite type
would have a finite basis. This was shown impossible by Polin [1976] who gave
an example of a finitely generated but not finitely based (congruence-permutable)
variety of nonassociative rings.

Problem 16. Find a common generalization of the Oates-Powell theorem and Baker’s
theorem.

§9  Subdirectly Irreducible Algebras

Let .7 be a type of algebras, and let k = |.%| + w. As we have seen in V§3, Taylor
[1972] proved that if a variety V' of type .%# has a subdirectly irreducible algebra of
size greater than 2” then V' has arbitrarily large subdirectly irreducible members.
Later McKenzie and Shelah [1974] proved a parallel result for simple algebras. In
V§3 we proved Quackenbush’s result [1971] that if A is finite and V' (A) has only
finitely many finite subdirectly irreducible members (up to isomorphism), then
V(A) contains no infinite subdirectly irreducible members. Using the commutator
Freese and McKenzie [1981] proved that a finitely generated congruence-modular
variety with no infinite subdirectly irreducible members has only finitely many
finite subdirectly irreducible members.

Problem 17. (Quackenbush). If a finitely generated variety has no infinite subdirectly irre-
ducible members, must it have only finitely many finite subdirectly irreducible
algebras?
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of a variety 168

Sup
Squag 101 S 5
States of an f.s.a. 108 u? re@um
. Switching
Steiner function 151

loop 101 term 151

quasigroup 101

triple system 99

. Term 62,192
Stone duality 135 Mal'cev g1
Strictly algebra 64

elementary relative to 201 discriminator 164

first-order class 201,214 function 63

first-order relative to 201 majority 81
Structure(s) 192 of type F 62

chain of 203 of type £ 192

direct product of 204 switching 151
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2/3-minority
Ternary

operation

relation

Theory

equational
Third isomorphism
theorem
3-permutable
Topological space(s)
discrete
disjointed union of
isolated point of
union of
Topology, interval
Total order
Totally skew-free set
of algebras
Trivial
algebra
variety
2-design
2/3-minority
Type
of a structure

of an algebra

Ultrafilter

free

of a Boolean algebra

over a set

principal
Ultrapower

natural embedding in an
Ultraproduct
Unary

algebra

operation

relation

Underlying set

Union of topological spaces

Unitary R-module

Universal
class
formula
Horn class
Horn formula
mapping property
quantifier

sentence
Universe
Unsolvable word problem

81

23
192

213,237
92

49
42

140
139
141
138

141

177

23
96

106
81
23

192
23

150
132
145
135,150

210
211
146,210

23
23
192

23
138
25

215
215
216
216

65
193
202

23,192
252

Upper bound

Valence
Variable

bound occurrence of a
free occurrence of a

occurrence of a

Variety

arithmetical

directly representable

discriminator

equationally complete

finitely generated

generated by a class
of algebras

minimal

modular Abelian

spectrum of a

trivial

Word problem
decidable
solvable
unsolvable

Yields

201

62,192
194
194
194

61
80
187
165
96
61

61
96
250
168
61

252
252
252
252

93,195
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